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2 Introduction and Setup

SEDANAL is a computer program for analysis sedimentation velocity and sedimentation equilibrium data that are
produced by the BeckmanCoulter Optima Series XLA/I ProteomeLab analytical ultracentrifuge system or the
Beckman Optima AUC, or the Open-Multiwavelength machines available in Germany. SEDANAL also has a
kinetics simulator that can simulate almost any reaction scheme by choosing a reaction scheme in the Model Editor.

. Note: This is free software. There is NO warranty; not even for MERCHANTABILITY or FITNESS FOR A
PARTICULAR PURPOSE.

2.1 Background

Starting from the raw data files produced by intensity, absorbance, interference, fluorescence, or multi-
wavelength intensity, absorbance and fluorescence experiments, the SEDANAL sedimentation velocity
module (SedVel) uses numerical solutions to the Lamm equation along with chemical kinetics and
equilibrium models to fit parameters to the experimental data. SEDANAL can also produce simulated data
in the same format as the raw data files produced by the XLA/I and Optima optical systems. SEDANAL
SedVel fits to time difference curves to completely remove time invariant systematic errors from the data.
It also allows preprocessing of the data to essentially eliminate time dependent, radially independent
systematic instrumental errors characteristic of the interference optics as well as integral fringe jumps that
can occur at the meniscus.

The SEDANAL sedimentation equilibrium module (SedEq) fits sums of exponentials to sedimentation
equilibrium data to obtain estimates of molecular masses and equilibrium constants for interacting and
relative amounts for non-interacting systems. Non-ideality (second and third virial coefficients) can also be
estimated.

The output of the SEDANAL SedVel curve fitter is a report file containing the root mean squared deviation
(rmsd) and best-fit values for the parameters, as well as the experimental and calculated difference curves
and the residuals of the fit for each of the difference curves. The user may specify which parameters are to
be fitted and which to be held constant on the Control Screen

The output of the SEDANAL SedEq curve fitter is a file containing the root mean squared deviation (rmsd)
and best-fit values for the parameters, as well as the experimental and calculated equilibrium concentration
curves and the residuals of the fit for each of the curves. The user may specify which parameters are to be
fitted and which to be held constant.

SEDANAL also writes a detailed Report File containing all the input parameters, model fitted and
parameters returned by the fits.

2.2 The SEDANAL software package

The software package is CPU-intensive: it runs best on the fastest possible multi-core CPU with lots of
memory and at least 100 Mb of the hard drive space for installation. SEDANAL runs under Windows 7 64
bit, Windows 10 64 bit, and Windows 11. This version does many of the computations in parallel. To take
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full advantage of parallel computing, the machine should have as many cores as datasets being fit at any one
time.

2.3 INSTALLATION: Program and Data Files — paths

2.3.1 The default installation:

SEDANAL expects to find a specific path structure for files, (This can be changed to some extent in the
Preferences menu and is not a "hard and fast" requirement). Most screens now have a "Browse" function,
as well.

The top level directory (also called a "folder") may be named anything you wish; we'll call it
"SEDANAL". In the "SEDANAL" directory, create three subdirectories called "ModelEditor",
"Program" and "User_data".

The file "ModelInfo.txt", if it already exists, must be placed in the "ModelEditor" directory. If it doesn’t
exist, for example in a new installation, SEDANAL will create an empty Modellnfo.txt file for you in
the "ModelEditor" directory. The application “SEDANAL.exe” must be placed in the "Program"
directory along with “Preferences.txt” If preferences.txt is omitted, SEDANAL will create a default
preferences file. There is also a DLL named "libiomp5md.dll" (for all versions after 6.01) that must be
placed along with SEDANAL.exe in the Program folder. A help file for the on-line help also goes in the
Program folder. It is named "SEDANAL.chm". If you downloaded the SEDANAL package from the
internet, the SEDANAL.chm file may be blocked. It must be un-blocked by changing its Properties. Both
the Help file and Change Log contain detailed descriptions of various functions only briefly described
in this manual. The Help File is searchable.

Each "User_data" directory will contain sub-directories in 3 levels. At the highest level within
“User_data”, any number of "experiment" directories can be created. Each experiment directory, in
turn, must contain the data directories in the standard BeckmanCoulter XLLA/I date/time format. See
Figure 2-1 for an example. Usually one will store control files (which have extension *.abe) in an
experiment folder. In this case (see example below) it would be the "experiment 1" folder. The run files
(with extension *.abr) are automatically stored at the level of the XL A/I data files.

2.3.2 Alternate installation methods

The location of both the User data directory and the ModelEditor directory can be specified in the
Preferences:
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CASEDAMNALN ser_data Browse...

Browse.. |
IJzer data directony
Browse.. |

CASEDAMALMModelE ditor Browse...
todel file directary

Figure 2-1 Setting up paths to the data files and to the model file.

The “User_data” folder can have any name and be located where-ever you want--like a network server over a
VPN, for example (be careful; this doesn't always work well.). The “ModelEditor” folder also can have any name
and be stored anywhere. You might have multiple “User data” folders, each with multiple experiment folders and
multiple “ModelEditor” folders depending on the analysis du jour. The SEDANAL executable must be located on
the local machine, however.

2.3.3 Default path structure for SEDANAL

2.3.3.1 In summary, for getting started, the default directory structure should look like:
C:\SEDANAL\ModelEditor\ModelInfo.txt

C:\ SEDANAL\Program\ SEDANAL.exe
C:\ SEDANAL\Program\Preferences.txt
CA\SEDANAL\Program\

C:\ SEDANAL\User data\my_experiment#1\mmddyy\hhmmss\*.IPn
C:\ SEDANAL\User data\my_experiment#2\mmddyy\hhmmss\*.IPn
C:\SEDANAL\User data\my_experiment#3\mmddyy\hhmmss\*.RAn
C:\SEDANAL\User data\my_experiment#4\mmddyy\hhmmss\*.FLn
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2.3.4 A graphical representation of this path structure:

& D\ Sedanal-v345 Sedanal

; s—l |=] F:‘ & 1 Sedanal-v 345 Se canal bser ﬂﬂ
» —_— M- "
J Ee J a? : F:rqw):rd T Views [ ar
| Agdress | ) D:\Sedanal-v 345 SedsnaliProgr am e

Qo .

fack Forward

o "]

| Adrmss | D:\Sedanal-v B SecanaliUser_dstalsmulste single spe ¥ | £ Go

Figure 2-2 Default path structure for SEDANAL initial default installation
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3 MAIN MENU

1] SedAnal v7.47.20551 x64 x64 2021-1-22 Windows 8

Sedimentation analysis software by Peter Sherwood & Walter Stafford, Boston Biomedical Research Inst., Watertown MA, USA

Main Menu
Preprocess centrifuge data

Read centrifuge scan files or cell data files, locate the base and meniscus, and specify the range to fit.
For interference data, also remove optical jitter and align fiinges.
Combines all the scans, along with the chosen parameters and adjustments, into a single cell data (.abr, or "run") file.

c/dt and Wide Distribution Analysis - el editor

dc dc/dt and Wide Distribution Analysi A+B CI\Iodled'

E W | Concentration profile time-derivative analysis. Generate model-independent, T Species, reactions,
D

apparent sedimentation coefficient distribution function (g*), and compute - and parameters
weighted average sedimentation coefficients. Sor fitting.

Fit preprocessed data or generate synthetic data

Choose initial guesses for parameters and fitting options for one or more cell data files, saving this information
in a "control" (.abc) file. Previousiv-created control files may be edited as well. After creating or changing a

1 control file, optionally start the least-squares fitting process. Also used to simulate sedimentation patterns. i

BioSpin
/ BioSpin analvzes sedimentation equilibrium data to produce point-by-point molecular-weight averages as
/ a function of local cell concentration. It uses the original code developed by Dennis Roark and David
Iphantis in the mid-1960's. (Roark and Yphantis, Ann. N.Y. Acad. Sci., 164, 245-278, 1969).

&— N Equilibrium calculations ?“' g _/.. Kinetics )
a4 :*8 Calculate chemical

" Calculate chemical equilibrium " kinetics i

a—; L . netics in

¢—x concentrations in homogeneous solution ! .
o homogeneous solution.

Preferences
it Script Choices for operation
Help 0=adlBC | Jutomatic operation Exit of the SedAnal
Help 0dify B of Seddnal from user- St user interface. (
LartFiy | itten script file. | TP
using

SedAnal.

Figure 3-1 MAIN MENU

3.1.1 Preprocessor Screen

Read in a dataset of scan files

Designate whether it is a SedVel or a SedEq run.

Eliminate systematic error

Choose meniscus and base

Choose radial fitting range

Interpolated optical blank subtraction can be carried out on equilibrium data

Save preprocessed data in a “cell data file” (*.abr) for fitting, or DCDT and wide
distribution analysis (WDA).

Experiment Information page
Approach to EQ

3.1.2 ModelEditor
e Enumerate the species in the model
e C(Create reaction schemes
e Choose parameters to be fit
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Set default limits on parameter values

3.1.3 DCDT and WDA Screens

Standard time derivative g(s*) analysis (DCDT)

Multi-speed and single-speed, wide distribution analysis (WDA)
Both DC/DT and WDA have multi-wavelength capability
Measure extinction spectra from multi-wavelength data with WDA

3.1.4 Fitter: Control Panel Screen and control file creation

3.1.5 BIOSPIN

Read either an existing Control file or Select "New"

Select either "Analyze data" or "Simulate data"

Chose a model, enter the parameter values

Choose datasets to be fit and scans to be included in the fits.

Enter fitting/simulating parameters ( # of points, time increment,...)

Enter initial guesses

Fit the model to the data

The Fitter can be used to fit multiwavelength data, given the extinction spectra of the
components.

Computes number, weight, and z-average molar mass as a function of local cell
concentration and position in a sedimentation equilibrium run. Also computes My; and
My2, molar mass moments that are independent of the second virial coefficient. Based on
BIOSPIN by Roark and Yphantis (1968)

3.1.6 General Purpose Kinetics Simulator

A general purpose kinetics simulator can be accessed from the Main Menu and can be used
to simulate any reaction scheme that can be represented in the ModelEditor.

3.1.7 /. NOTE: The Main Menu Window can placed in the screen with the following keyboard short-

cuts:

The commands are

e ctrl-c: Center the main menu both vertically and horizontally in the current monitor.

e ctrl-H: Center the main menu horizontally in the current monitor, leaving the vertical position unchanged.

e ctrl-v: Center the main menu vertically in the current monitor, leaving the horizontal position unchanged.

e ctrl-R: Restore the default position (upper left of the primary monitor) and size.
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4 Modules of SEDANAL

4.1 The ModelEditor

The Model Editor allows one to create and edit various models and reaction schemes. It is also where the default
fitting parameters and their default limits are chosen. (The defaults can be adjusted later if necessary on the Control
Screen.)

Models may consist of any combination of reaction schemes ranging from a single species to combinations of non-
interacting species, and hetero- and self- associations. It will allow up to 28 thermodynamic components and up to
28 species related by up-to 27 chemical reactions.

When the ModelEditor is first invoked, it starts up with an empty box into which the model name or its aliases may
be entered as a text string. The drop-down window will show the other models that have been entered previously.
The new model will be added to this list when the "STORE" button is clicked or the "EXIT" button is selected. The

user will select one of these models from the Control Screen when fitting data.

4.1.1 THE NAMING TAB
e ' 1
X

Model editor

Copyto
new STORE
| L] model

Choose a model to edit. or click 'New model EXIT

Delete this model
Purge modelfile...

Naming I Species Molecular parameters Reactions Kinetic constants Settings |

Model name |

Alternate name 1 |

Alternate name 2 |

Comments

Figure 4-1 The Model Naming tab.
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4.1.2 THE SPECIES TAB

Naming Species Molecular parameters Reactions Kinetic constants Settings
; Model type - - -
Number of species 2
pecies | |2 e Sedimentation velocity
Default Min ~Max load conc  Default O Equilibrium
== fame C I N OmollL. OglL St Calculate as Value o use
1 000 1e-20 200 ] A Default Sm":h;s;"sesmd Parameter if parameter Allowable range of values
2 B 000 1620 200 is fit Sum  avg Copy isrequired is omitted Low - High
Molarmass (g/mole) () (J O 0O 10000 100 1e8
3 c 000 1e20 200 (] —
Sedimentation coeff. (S) [J O 2 2 0.1 50000
2 000 1e-20 200 Density increment () (0 O O 0275 0.2 05
5 E 000 1e-20 200 2 Mass extinction coeft. ()  (J O O a 329 0.01 20
Parameter 5
: F 000 1e20 200 e —
rE
G 000 1e-20 200 i _—
H 000 1e-20 200 o
! 000 1e20 200
J ©00 1e20 200 (]
~— Resetcomponents

Figure 4-2 The species tab

In this example, we have chosen 3 species, A, B, and C. And since we have not indicated any reactions between
them, the Model Editor has designated them as components by selecting the "C" button next to their names.
Examples will be give below for several types of interacting and non-interacting systems.

4.1.3 THE MOLECULAR PARAMETERS TAB

Naming I Species  Molecular pararl Reactions |Kinetic constantl Settings I

Sedimentation velocity Sedimentation equilibrium

. Description Scale | Symbol | Briefname | » P.. Description Scale | Symbol | Briefname |
|”_ 1 Molar mass (g/mole) 1 M M I"_ 1 Molar mass (g/mole) 1 M M
["_ 2  Sedimentation coeff. (S) 1e-13 s s [“_ 2  Density increment 1 d d
[_ 3 Diffusion coeff. (F) le-7 D D |"_ 3 Mass extinction coeff. 1 e e
|”_ 4 Density increment 1 d d I_ 4  2ndvirial coeff, BM1 (mL/mg) 1 BM1 BM1
[T 5 Frictional ratio 1 F fifo [T 5 3rdvirial coeff. CM1 (mL/mg) 1 CM1 cM1
[”_ 6  Mass extinction coeff. 1 ) e |_ 6 Isoenthalpic Ifr 1 theta isenTh
|_ 7  Hydr. conc. dep..Ks (mL/mg) 1 Ks Ks I_ 7  User 1: edit description 1 ul userl
[— 8  Hydr. conc. dep..Ks2 (mL/mg) 1 Ks2 Ks2 [— 8  User2: edit description 1 u2 user2
[_ 9  2ndvirial coeff, BM1(mL/mg) 1 BM1 BM1 |_ 9  User 3: edit description 1 u3 user3
|_ 10 3rd virial coeff, CM1 (mL/mg) 1 cM1 CcM1 |_ 10 User4: editdescription 1 u4 user4
[_ 11 Isoenthalpic Ifr 1 theta isenTh [— 11 User5: editdescription 1 ub userb
[_ 12 User 1: editdescription 1 ul userl
[_ 13 User2: editdescription 1 u2 user2
I_ 14 User 3: editdescription 1 u3 user3
[ 15 User4: editdescription 1 u4 user4 N
Check parameters to be used. Click to edit the description, scale factor. symbol or brief name if desired. 'Enter' ends edit; 'Esc' cancels it.
Extinction coefficient is required. For sedimentation velocity, choose 3 from (M.s.D.d.F).

Figure 4-3 Molecular Parameters

The parameters include:
e molar mass
e sedimentation coefficient
e density increment, (dp/dc)Tus which for most practical purposes is just (1-vp),
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or partial specific volume (actually the product of vpl] as in (1-vp), since the density is set to 1.000
internally)

mass extinction coefficient, either A.U.-(mg/mL)™! or fringes-(mg/mL)™! for a the optical path length of the
centerpiece used.

concentration dependence of the frictional coefficient.,

ks, [s(c)=so/(1 + ks*c)] or [D(c)=Do/(1 + ks*c)]; where ks, in this case, applies to both s and D, and second
order coefficients

thermodynamic non-ideality expressed through the second virial coefficient, BM, as in the expression (1 +
2BM;*c)

thermodynamic non-ideality expressed through the third virial coefficient, CM, as in the expression (1 +
2BM;*c¢ + 3M;*¢?)

User defined parameters

The simplest model is a single ideal species. In this case the unknown parameters of interest usually are the
sedimentation coefficient and molar mass (or diffusion coefficient). The Model Editor species tab for a single species
is shown below. One species has been selected in the species box.

In the list of molecular parameters, the desired boxes are checked, their scale factors indicated and their default
limits set.

In this example, the first parameter is the molar mass and its scale factor has been set to unity. Therefore,
future references to this parameter on the control screen must be in units of daltons or grams/mole. If one
had entered 1000 in the scale factor field, future references to the molar mass would be in kilodaltons or
kg/mole.

The second parameter is the sedimentation coefficient and has been scaled to 1x107!3 so that future references
to it must be in units of svedbergs. At the same time it would also be a good idea to rename the parameter
to reflect the new units; for example, you might change it to "Sedimentation coefficient, (S)" as shown below.
The third parameter is either the density increment or partial specific volume times the density, and the
fourth, is the extinction coefficient on the mass concentration scale, (g/L). For absorbance optics this is the
specific extinction coefficient multiplied by either 1.2 for the 12 mm path length of the centrifuge cell (i.e.
one has to multiply the usual value (normally corresponding to a 1 cm optical path) by 1.2 for a 12
mm centerpiece before entering it into the box or by 0.3 for a 3 mm centerpiece, for example, etc ...).
For interference optics, it is the number of fringes produced by a 1 mg/mL solution and is approximately
3.29 in a 12 mm centerpiece for typical proteins, but varies depending on whether the macromolecule is a
protein, carbohydrate or nucleic acid. Each species may have a different extinction coefficient. SEDANAL
will allow data from different optical systems and wavelengths and different centerpieces to be combined
for global fitting with a different extinction coefficient to be entered for each species in each dataset (or cell)
obtained with a different optical system or wavelength or with a different optical path length.

4.14 REACTIONS TAB

The reactions tab (see below) allows the user to specify the reaction scheme relating the several species present in
the model.

4.1.5 MODELS

4.1.5.1 One Component - Single Ideal Species Model

The simplest model is a single species with no non-ideality. The necessary parameters are entered into the
ModelEditor control screen as shown in Figure 4-4.
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Naming Species Molecular parameters Reactions Kinetic constants Settings
: Model type = = =
Number of species D
pecies ] 2 i Sedimentation velocity
Default Min - Max load conc  Default ~ © Equilibrium
name cC I N OmollL OglL =i Calculate as Value o use
1 000 1e-20 200 A Default Stowhﬁ;nsil-r\l/:td Parameter ifparameter Allowable range of values
B 000 120 200 |5ﬁ_t Sum  avg Copy isrequired  is omitted Low - High
— — Molar mass (g/mole) [J 10000 100 1e8
000 1e20 200 N - =
B i Sedimentation coeff. (S) [J 2 0.1 50000
D 000 1e-20 200 Density increment () 0.275 02 05
E 000 1e-20 200 Mass extinction coefl. () 329 0.01 20
F 000 1e20 200
000 1e20 200  —
H ©00 le20 200
| 000 1e20 200
J ©00 le20 200
-~ Reset components

Figure 4-4. Screen showing default fitting parameters for a One Component - Single Ideal Species Model.

In this example, (Figure 4-4), the model is named "1 comp 1 species". The number of species is "1", the number of
reactions is "0", and the number of parameters is “4”. One might want to fit for the molar mass and sedimentation
coefficient by default. So, these buttons would be checked. They will appear with a light gray background on the
control screen. If they aren't checked here, they will have a blue background on the control screen indicating that
the default is to hold them constant. However, their status can be changed later from "hold" to "fit" by right-clicking
on the corresponding box on the control screen.

The species having a selected button in the "C" column next to their names are the components as determined by
the reaction scheme.

One may also select the allowable range for each parameter to be checked during entry of values on the control
screen. Allowed ranges to be used during fitting are set by right clicking on the parameter value on the control
screen.

! NOTE: Pay special attention to these limiting values. Many systems may require that these be changed,

especially those that involve organic polymers in non-aqueous solvents and those that involve inorganic compounds
or nearly neutrally buoyant or negatively buoyant compounds. They will have to be changed for compounds present
in your sample that do not contribute to the optical signal—like background proteins in a fluorescent tracer
experiment. Although some of these can be changed on the Control Screen, it is better to change them in the model.

4.1.5.2 One Component - Two Species Ideal Model (e.g. Monomer-dimer, rapidly reversible)

Stoichiometric relationships are established on the Reactions Tab, after the species are indicated on the Species
Tab
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Naming Species Molecular parameters Reactions Kinetic constants Settings

Number of reactions 1 = [CJ Kinetic model Calculate Show details
z constraints
Enter "SA" in the stoichio-
<] Species 1 2 3 4 5 6 7 8 9 10 > metric number to enable
Defaultname A A2 C D E F G H | J
Reaction 1 2 BFE o= o= 0 02l 02 02 02 o0 i 2a=A2
0 3 0 = 0 = 0 2 0 2 0 2 0 2 0 < 0 2 0 2
0 0 = 0 = 0 3 0 0 0 = 0 = 0 3 0 3
0 0F 0HF O0HFE 0F o0HFH OHF o0F 0 HFH 0
0 = 0 = 0 3 0 3 0 3 0 = 0 = 0 = 0 3 0 3
0 3 0 0 0 0 3 0 3 0 3 0 0 0
0 3 0 = 0 3 0 3 0 3 0 = 0 = 0 = 0 3 0 3
0 3 0 0 0 0 0 3 0 3 0 0 = 0
0 0 2 0 2 0 2 0 2 0 < 0 2 0 2 0 2 0 3
0 3 0 = 0 0 0 0 3 0 3 0 = 0 = 0
v

Figure 4-5 One component, two species model.

4.1.5.3 Two Component - Two Species Ideal Model

The next example, "2 comp 2 species", comprises two independent ideal species (i.e. two components) with no
interaction between them. Necessary parameters in the ModelEditor control box are shown in Figure 4-6.

Naming Species Molecula

Number of species B 2

Default Min - Max load conc  Default

<] Name ¢ | N Omoll. OgL  sft
1 000 1e-20 200
2 B 000 1e-20 200
c 000 1e-20 200

D 000 1e-20 200

E 000 1e-20 200

F 000 1e-20 200

G 000 1e-20 200

H 000 1e-20 200

I 000 1e-20 200

J 000 1e-20 200

— Reset components

Figure 4-6 Screen showing parameters for the Two Independent Ideal Species Model.

Since we are fitting for A and B as independent species in this example, the model tab for species 2 would be the
same as for species 1. If a stoichiometric or other relation between the two independent species is to be specified,
it can be done on the control screen using the Equation Editor (The EQN button)
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4.1.5.4 Three Component - Three Species Ideal Model

Similarly, 3 component, non-interacting 3 species system, let’s call it “3 comp, 3 species”, would be designated by
choosing 3 species and no reactions. The Model Editor screen would look like Figure 3-4-7 with each of species
tabs the same having molecular mass and sedimentation coefficient checked. As above, if a stoichiometric or other
relation between the two independent species is to be specified, it can be done on the control screen using the
Equation Editor (The EQN button)

Naming Species Molecular parameters Reactions Kinetic constants Settings
: Model type - - -
Number of species =
pecies § |2 i Sedimentation velocity
Default Min - Maxload conc Defaut O Equilibrium
. NAME C I N OmollL Og/L St Calculate as Value fo use
1 00O 1e-20 200 A Default St°'Ch:g;”§fxtd Parameter if parameter  Allowable range of values
2 B 000 1620 200 |sﬁl S_um Egg C;py 1sre.qu|red is omitted Low -— High
— Molar mass (g/mole) [J [ ) ( v 10000 100 1e8
3 c 000 le20 200 famote) 1 -
E— Sedimentation coeff. (S) [J OJ 2 01 50000
D 000 1e-20 200 Density increment (J (0 0o 0O 0.275 02 05
E 000 1e-20 200 Mass extinction coefft. (J  (J O O 329 0.01 20
F 000 1e20 200 E—
G 000 1e20 200 —
H 000 1e20 200
' 000 1e20 200
J 000 1e20 200
~ Reset components

Figure 3-4-7. Model Editor Species tab showing parameters for the Three Independent Ideal Species Model.
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4.1.5.5 Two Component - Three Species Interacting Model

In this case, there is simple bimolecular complex formation between species A and species B:

A+B=C Keq= kitks

Where Kq is the association constant, kr is the forward rate constant and k; is the reverse rate constant.

In this case, one would have studied A and B separately, and therefore, would not have to fit for their properties. So
none of the “Default is fit” boxes are checked for either A or B (Figure 3-4-8). In general, in this case, we would
be fitting for the sedimentation coefficient of C as well as the association equilibrium constant for complex
formation. Note that “Species 3 is not highlighted because it is not an independent component; the two components
are A and B on the "species" tabs. (Note: the two components could have been chosen as A and C but that is not
convenient in this case.) The species tab for A and B would be filled in the same way (Figure 3-4-8).

Naming Species Moleculz

Number of species 3 |2

Default Min - Max load conc  Default
="~ name ¢ | N OmollL. OgL  sft
1[4 ]oeoo 1e20 200
2 B 000 1e20 200
3 c 000 1e20 200
D co00 1e20 200
E 000 1e20 200
Namin: Species Molecular parameters Reactions Kinetic constants Settings
g P P
Number of reactions 1 2, (JKinetic model Calculate Show details
a4 constraints
Enter"SA
<] Species 1 2 3 4 5 6 7 8 9 10 > metichu
Defaultname A B Cc D E F G H | J
Reaction 1 A aF] BE o o o f| ok 0 0 3| 0 2| A+B=C
0 = 0 0 0 = 0 = 0 0 0 =
0 = 0 =l o = e
Naming Species Molecular parameters Reactions Kineti
; Model type - -
Number of species 2
pecies 3 [2 B Sedimentatior
Default Min~Maxload conc Default O Equilibrium
name C I N OmollL Og/L is fit Calculate as
1 A 000 1e20 200 C Defout  Stoichiometric :
2 B 000 1620 200 isft  sum avg Copy '
PR Molar mass (g/mole) (J O (]}
3 C oo . Z — —
i i 1e20 j§200 e Sedimentation coeff.(S) [ 0
D 000 le-20 200 Density increment (J (0 O
E 000 1e-20 200 Mass extinction coeft () (0 O
F 000 1e20 200
G 000 1e-20 200
H ©00 1e-20 200

Figure 3-4-8. Screen showing parameters for the Interacting Species Model
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For Species C, we have (by clicking in the “Species 3” window) the parameters as shown in Figure 3-4-9.

e Sedimentation velocity
It (U Equilibrium
. C'alcuIaFe =3 Value to use
c Default Stomh;gg:tf\':td Parameter ifparameter  Allowable range of values
is fit Sum  avg Copy isrequired is omitted Low - High
Molar mass (g/mole) [ O O 10000 100 1e8
Sedimentation coeff. (S) [J O 2 0.1 50000
Densityincrement () (0 O 0.275 0.2 05
Mass extinction coeff. () [ O 3.29 0.01 20

Figure 3-4-9. Species tab showing parameters for Species 3 (“C”).

We have checked the “mass-wtg avg” boxes for Density Increment and Mass extinction coefficient to
indicate that these parameters are calculated as mass averages of those for species A and B.

In this example, on the row labeled "Reaction 1", the “fit” box for Keq is checked to indicate that we are
going to fit for the equilibrium constant by default. For this particular model, SEDANAL uses an analytical solution
to the mass action equations. SEDANAL uses analytical solutions for monomer-dimer and A+B=C.

4.1.5.6 Two Component - Four Species Interacting Model

A more complicated example is a 2 component system, comprising of 4 species, and 2 reactions. This might
represent an antigen-antibody reaction.

A+B=C Klzklf/klr
C+D=D Ko=kot'kor

Selection of parameters is shown in Figure 3-4-10.
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Naming Species Molecul
Number of species 4 |2
Default Min - Max load conc  Default
R Omol. OgL  sft
1 A 00O 1e-20 200
2 B 000 1e-20 200
3 ¢ 000 1e-20 200
4 [ b ]O00OO 1e-20 200
E 000 1e20 200

Figure 3-4-10 Selection of species

Naming Species Molecular parameters Reactions Kinetic constants
Number of reactions 2 D [J Kinetic model Calculgte Show details
= constraints
Er
<] Species 1 2 3 4 5 6 7 8 9 10 = =
Defaultname A B Cc D E F G H I J
Reaction 1 1 A 18 05 0 = 05 0 < 05 05| 0 5 A+B=C
Reaction 2 0 = 1 = 1 5 1 5 0 = 0 = 0 = 0 < 0 0 B+C=D
0 0F 08HF 0F 0F o0HF oOHF o0& 0 HF 0 E
0 0F 085 o9HFH o9& oHFH 9HF o9& O HFE 9
Naming Species Molecula

Number of species 4 |2

Default Min —-Maxload conc Default
LS (] Omol. OgL  isft
1 A - HONO) 1e-20 200
2 B [« NON®) 1e-20 200
3 c coo 1e20 200
4 [ b ]J]OOO 1e20 200
E 000 1e-20 200

Figure 3-4-11. Parameters for 2 component, 4 species interacting model: A + B=AB, AB + B = AB..

When the 4 species are selected on the species tab (Figure 3-4-10), all the buttons are automatically selected as
components until the reaction is specified on the reactions tab. After selecting the reaction (Figure 3-4-11, top), the
Model Editor decides which species represent independent components and which are related by a chemical reaction
(Figure 3-4-11, bottom). The number of selected buttons in the "C" column is the number of independent
components. SEDANAL fits for the loading concentration of each independent component.

Y. NOTE: Setting allowable ranges for the parameters shown in the Model Editor affects only the

range allowed be inputted on the Control Screen. One may also select the allowable range for each
parameter to be used during the fitting procedure by left-shift clicking in the parameter’s box on the
control screen. If one of the limits is hit, the function evaluator will return a large value for the r.m.s.
deviation for that iteration.
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4.1.5.7 Three Component - Four Species Interacting Model

An example of a 3 component, 4 species system would be a system such as A+B=C with an impurity or
aggregate, D. A and B are the first 2 components and D will be the third. The ModelEditor will correctly understand
that D is not participating in a reaction and is, therefore, an additional component.

When this model is chosen (see below), the Control Screen, will show the three components with their
appropriate labels. (The species’ names can be edited to reflect the three components. For example species C could
be renamed, “AB”. So the model editor screen would show the third species as AB, as in the figure below.) The
figure also shows the tab for species 4 now labeled as D. The Model Editor can determine which species represent
independent components and which are not independent.

Naming I Species I Molecular parameters Reactions Kinetic constants
Number of reactions |1 EI:
Enter
metric
[<]] Species 1 2 3 4 5 6 7 =]
Defaultname  [A B Ic D [E |F G
Reaction 1 s H pH oA oo oo [a+B=C
T I = OO o CONE== () == I = I = B
= I = I = O C= I = O I = i
= I == I = O C= I = O I = i
= I U= I OO (OO () CO== I == ) ==
= I = I OO (o CO= () CO= I == ) =
Naming Species M

Number of species |4 3:

Default Comp- Min —~Maxload conc Default
name onment ¢ moyL & g1 isft

1 [ A M [te20  |200 4
2 B V¥ [1e-20 200 v
3 [ ¢ [ r
4 D [e20 poo  F
[ E ¥ [1e-20 200 4
M FfF © Fa s =

Figure 4-12. Selection of parameters in the control box for three component system

Selection of parameters in the control box for three component system - two interacting species (A+B=C) plus one
non-interacting species (D) model (Figure 4-12).
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4.1.6 MODELS INCLUDING NON-IDEALITY
4.1.6.1 Hydrodynamic Concentration Dependence and Thermodynamic Non-ideality

Non-ideality is treated to first order in concentration through two parameters, ks, the concentration
dependence of the frictional coefficient, and BMi, the second virial coefficient term. These nonideality parameters
are included in the modeling in the following way for sedimentation and diffusion coefficients: see below: (Cross
Term Non-ideality:)

4

s(c) = 2

(I+kc)

_ D°(1+2BMc)
(1+k.)

D(c)

The factor (1+ksc) represents the concentration dependence of the frictional coefficient:

f = fo(1+ ksc)

The factor (1+2BMic) represents the contribution from thermodynamic non-ideality through the second virial
coefficient.

It is possible, to add a second order non-ideality terms to allow fitting to data at very high concentrations.

SO

)= T het i)

D° (1+ 2BMjc+ 3CM;c?)
(1 + ksc+ kLc?)

Figure 4-13 Higher order non-ideality terms

D(c) =
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4.1.6.2 Single species with non-ideality

Naming I

Species

Molecular parameters I

Sedimentation velocity

Reactions

Kinetic constants

Settings I

Sedimentation equilibrium

Description

| Scale | Symbol | Briefname‘ A

=
12
Vo2
[T 3
Vo4
[T s
Vs
A
[T 8
VM oo9
[T 10
[ n
[ 12
[T 13
[T 14
[ 15

Molar mass (g/mole)
Sedimentation coeff. (S)
Diffusion coeff. (F)
Density increment
Frictional ratio

Mass extinction coeff.

Hydr. conc. dep.. Ks (mL/mg)
Hydr. conc. dep.. Ks2 (mL/mg)
2nd virial coeff.. BM1 (mL/mg)
3rd virial coeff., CM1 (mL/mg)

Isoenthalpic Ifr

User 1: edit description
User 2: edit description
User 3: edit description
User 4: edit description

1

Te-13

le-7

1

et | |k [t | |k |t [t |t | md [t

M

®© M a g w

Ks2
BM1
cM
theta
ul
u2
u3
ud

Ks2
BM1
CcM1
isenTh

Description

| Scale | Symbol | Briefnamel

User 1:
User2:
User 3:
User4:
User5:

W DU s WwN =D

R EE R

Py Y
e —

Molar mass (g/mole)
Density increment
Mass extinction coeff.

2nd virial coeff.. BM1 (mL/mg)
3rd virial coeff, CM1 (mL/mg)
Isoenthalpic Ifr

edit description
edit description
edit description
edit description
edit description

userl
user2
user3
user4 N7

1

- e e e e e ek d

M

d

e
BM1
CcM1
theta
ul
u2
u3
u4
us

M

d

e
BM1
cM1
isenTh
userl
user2
user3
user4
users

Check parameters to be used. Click to editthe description, scale factor, symbol or brief name if desired. 'Enter' ends edit, 'Esc' cancels it
Extinction coefficient is required. For sedimentation velocity, choose 3 from (M.s.D.d.F).

Figure 4-14 Selection of parameters in the control box for single species with non-ideality.

The “Species 1” tab has both Ks and BM1 checked.

Naming

Number of species |1 3:

Default Comp- Min - Maxload conc  Default

T C mollL & gL

T [A e
B
[c F

D

E

F

G

H

|

J

onent

[ ]

00
v

[¥]

00

[¥]

00

<

00
00

<
N

00

<
N

00

n

00

n

00
¥ [1e20

8

Species

EEEEEEEEEE
URRRLARKER

| Molecular parameters |

is fit
v

CUBIIC U U U U B U U

~Modeltype ——
@ Velocity
¢ Equilibrium

A

Molar mass (g/mole)
Sedimentation coeff. (S)
Density increment
Mass extinction coeff.
Hydr. conc. dep..Ks
2nd virial coeff., BM1
Parameter 7

Parameter 8

Reactions

I Kinetic constants

Settings

Sedimentation velocity

Default
is fit

v

CURICY B B B |

m S{m

- Caleulateas—— Value to use

S’°'°has‘vmg Parameter ifparameter  Allowable range of values
Sum avg Copy ' required s omitted Low - High
r - Il r 10000 100 Te8

r = O r 2 0.1 50000
r r r r 0275 02 05

r r r I 329 0.01 20

r r r r 0 0 100

r o r r o 0 100
r r r r

r 5 || r
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4.1.6.3 Multiple Species with Non-ideality
Species "A” and Species "B” would both look the same with the ks and BM1 both checked.

Naming Species I Molecular parameters I Reactions I Kinetic constants I Settings I
: T Model type - - -
Number of species [ =] el Sedimentation velocity
Default Comp- Min--Maxload conc Default ¢ Equilibrium
e name onent I L & gL is fit
e 9 . C_alculal_e as Value to use
1 I A v |1e-20 |200 v A Default St°'°hﬁ‘r/"v?x;‘é Parameter ifparameter Allowable range of values
2 IT v W W v is fit Sum  avg Copy isrequired  is omitted Low - High
Ir%_ - - Molarmass (g/mole) ¥V | I I~ I~ I~ 10000 100 1e8
g v
1e20 200 Sedimentation coeff. (S) ™ I~ m r I 2 0.1 50000
2 ¥ Jie20 200 o Density increment [~ | [ r r r 0.275 0.2 05
E M [1e-20 200 v Mass extinction coeff. [~ | [ ™ r r 329 0.01 20
F 7 [W W ol Hydr. conc.dep.Ks I~ | I~ I~ r r 0 0 100
lf . 5 2nd virial coeff. BM1 [~ I r r r 0 0 100
G - v
1e-20 200 r r - r -
H ' J1e-20 200 v -l - r | |
! 7 [1e20 200 v

Figure 4-15. Selection of parameters for two species with non-ideality.

If you suspected that the non-ideality was the same for both species A and B, you would check the “copy” box for
“Species B” and uncheck the “Default is fit” boxes. This would allow for fitting for a single value of Ks and BM1
for both species Figure 4-16. This might be appropriate on a mass concentration scale.

Calculate as

B Default | Stoichiametric
is fit Sum avg Copy

Molar mass (g/mole) I~ | [ I I

Sedimentation coeff. (S) I~ | ™ I~ I
Density increment I~ | ™ I I~
Mass extinction coefft. | | [ I I~
Hydr.conc.dep.Ks [~ | I I v
2nd virial coeff. BM1 [~ | [ I~ v

= | = o I~

| r I~

Figure 4-16 “Copying” values for “Species 2” from “Species 1”

If one uses only the BM1 and Ks entry boxes on the control screen for each species,
SEDANAL assigns the non-ideality as follows:
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Molecular parameters

| A | B [ c
Molar mass (g/mole) | I I
Sedimentation coeff. (S) | | |
Density increment I | I
Mass extinction coeff. | | |
ALL CELLS
Hydr. conc. dep., Ks I | |
2nd virial coeff., BM1 | [ |
=
Fit
v Hold constant
Matrix...

Use either "Fit" or "Hold constant" if fitting for non-ideality with cross term non-ideality represented as follows:

B11M; = Bo1 My = B31 M,
BiaMy = Bas My = B3a Mo
Bi3M3 = BysMs = B33z M3

This amounts to requiring that the elements of each column of the matrix be equal. This is a reasonable
approximation for initial fits to get Ks and BM1 values that are close to the correct ones. This is equivalent to
saying that each species has the same effect on all other species. For example it says that the backflow due to
species 1 creates a backflow that slows down all other species in proportion to its effective stokes radius and local
concentration. The same argument applies to the excluded volume and charge effects (Donnan effects) that
species 1 has on the other species in its vicinity in proportion to its local concentration.

NOTE: In most cases, BM1 and Ks are of roughly the same magnitude (in units of cc/g) and both should
usually be included in a fit or a simulation. See section below on setting limits to D for the sake of numerical
stability. This limit is usually not necessary and generally should be left blank as long as both Ks and BM1 are
included in the fit or simulation and are of similar order of magnitude.

4.1.6.4 Cross Term Non-ideality:

(In versions 6.79 and later.)

In a multispecies system, each species can affect each of the others through cross non-ideality coefficients
requiring both Ks and BM1 matrices to accommodate the cross interactions.

1
N
L+ 2 im1 kiges

81— 8%
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1+ Z;\_r—_l Bijc;
N
L+ 2 =1 kiges

D;=D?

The factor in the denominator for both s and D is attributed to the back flow and is expressed as the concentration
dependence of the frictional coefficient.

N
=1+ ki
j=1

and the factor in the numerator represents the contribution of the thermodynamic non-ideality expressed through
the second virial coefficients. The thermodynamic factor is

j=N
j=1

These equations imply the following matrices that SEDANAL will use to express the non-ideality and whose
elements are entered on the Control screen:

So for a three species system we would have the following matrices (the order of subscripts is "row, column"):

ki1 k2 ks
ks = |ka1 koo kos
k31 ksa kss
/ / /
11 12 13

1| pr / /
B =|B;; Bj, By
/ / /
31 B32 B'%'S

The matrix elements can be entered on the control screen for a non-ideal model by right-clicking on either the Ks
or BM1 window:

Fit
|_ v Hold constant
—_ Matrix...

Click on "Matrix..." to see the matrix entry form. For example, for a three species system, the following matrix

window opens to allow entry of the self (diagonal) elements and the cross (off-diagonal) elements of the Ks
matrix.
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Enter or edit the hydrodynamic coefficient, Ks, matrix x
Each column contains the non-ideality coefficients for the species atthe top. -

The coefficient used in the fitis SUM(col value*conc of species in row). Cancel

Species | A | B | ©
A 0 0 0
B 0 0 0
© 0 0 0

or entry of the BM1 matrix. (where B';=BM1;; above)
Each column contains the non-ideality coefficients for the species atthe top.

The coefficient used in the fitis SUM(col value*conc of species in row). Cancel
Species | A | B |C
A 0 0 1}
B 0 0 1]
© 0 0 1}

. NOTE: These parameters are read-only and must be determined from a series of separate, pairwise

experiments.

4.1.6.4.1 Setting limits to avoid numerical instability in the finite element solutions for non-ideal systems.

Not all systems will require setting of limits, but the more highly non-ideal systems might.

Advanced parameters

Emor estimation control | Claverie control | Kinetics/equilibrium control | Fitting | Simulating Non-idealty

# | Species name | Min s/so Max D/Do The values are limits of th
1 I A 2.01 ] concentration-dependent
2 | R | -

On the Fitting Control Screen, choose Advanced > Non-ideality > and enter 2.0 for D/Do (you may have to
adjust this if you get "CHECK GRID" messages).

Leave (Min s/so) blank.
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You may also have to set an upper limit on the concentrations near the base:

Advanced > Claverie control > Base conc params

Click on
Base conc
params

You must select DO 31 to enable base adjustment.

to get to:

Apply to final Adjustment s only available for species 1.

" npoints l_ For smoothing, the filter is not adjustable; use odd # points for best result.
Check developer debug output 20 for log file.

& % of points 0.05 Checked items are applied in the order listed.

[v Concentration maximum (g/L) |100

[v Concentration minimum (g/L) |0
[~ Smooth every points
r [

I~ Fitexponential to all points

Figure 4-17 Base Concentration Parameters

And be sure to set the “Concentration maximum” to a value several times the loading concentration in g/L. (this
limits the concentration and non-ideality contribution at the base of the cell and improves the numerical stability
of the finite element calculations. DO NOT check the “Fit exponentials to all points” or the Smooth every “n”
points boxes. These are experimental and don’t work very well.

4.1.7 INDEFINITE SELF-ASSOCIATION MODELS

The model editor can create isodesmic and isoenthalpic models for use with SEDANAL. Click on the
“Number of reactions” to indicate 1 reaction and the type the letters “sa” in the window below the “Default name”
for “species 17, name the reaction either “isodesmic” or "isoenthalpic", click the corresponding button to the right
of the row and click the “Store” button.
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Model editor

B
NegvI STORE
mode
|isodesmic =
Choose a model to edit. or click 'New model EXIT
Delete this modell
Purge model ﬁle...l
VNaming I Species Molecular parameters Reactions Kinetic constants Settings |
Number of reactions |4 3:
Species 1 2 3 4 5 6 7 =]

Default name IA IE; IC‘ I[,\ IE IF IG Isodesmic
Isoenthalpic

Reaction 1 A= o5 oA pA pA p A P AA-A2/A2+A-A3/

Peaction 2 CIE= I U= I = I = I = I = I = | c o
s A F 3 P 3 FAFIFA Pl c e
Peaction 4 = I = I = I = I = I = I = c o
= e e = . e
Feaction & 0 = 0 = 0 = 0 = 0 = 0 = 0 = c o C
= PAd A bdPpPad pa pd pd]

Figure 4-18. Setup for indefinite self-association.

Number of reactions |1 3:

[<]] Species 1 2 3 4 5 6 7 =]
Default name |A IE: IE: ID IE IF |Ci
Reaction 1 sa 0o |04 P P4 P03 0 4 |JA+A-A2/A2+A=A3).

Figure 4-19. Blow-up of upper left of the reactions tab.

Isodesmic
Isoenthalpic

v O

o C

Figure 4-20. Isodesmic case

For the isoenthalpic case (Figure 4-20), the ModelEditor window looks the same except that the “Isoenthalpic”
button should be clicked to indicate to the fitter that it should use the equations for that case.
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4.1.8 Non-ideal Isodesmic systems:

Non-ideality for isodesmic systems is handled that same way as for discreet systems except that SEDANAL uses
the Fujita-Adams approximation by assuming the non-ideality is a linear function of the total local concentration.
Therefore, the Ks and BM1 matrices are not used.

4.1.9 NON-INTERACTING SYSTEMS OF FIXED KNOWN STOICHIOMETRY

Models for non-interacting (i.e. not controlled by mass action) systems composed of components with known molar
mass ratios can be treated using the Equation Editor on the control screen. Fixed relationships between parameters
can be established by typing in FORTRAN-like equations in the Equation Editor Page (“Eqn” button”). - More
on this later when we get to the control screen.

4.1.10 EDITING MODELS FOR THE SEDEQ FITTER

Sedimentation equilibrium

Calculate as Value to use

A Default SlOichﬁ\r,nvimg Parameter ifparameter Allowable range of values
is fit Sum  avg Copy is required is omitted Low — High
Molar mass (g/mole) ™ | ™ r r r {10000 {100 [1e8
Density increment {0275 f02 [

{329 j0.01 {20
{3.29 Jo.o1 J20

Mass extinction coeff.
J

Parameter 4

Parameters

Pararmeter &

Pararmeter. 7

L e m
L e m
b e m
I il S i ]
L e m

Parameter 8

Figure 4-21. SEDANAL will determine whether the data are from SedVel or SedEq

SEDANAL will determine whether the data are from a SedVel or SedEq run from information in the cell data file
(*.abr) and display the appropriate boxes on the control screen for a particular model after reading in the cell data
file. The type of run is indicated when preprocessing the data. (This shows the right half of the model editor
species tab with the "Equilibrium" button selected.) The model editor has a page for SedVel and a separate
page for SedEq in each model selected by clicking the appropriate button above.

4.1.11 User Auxiliary Parameters for fitting:

The fitting process for sedimentation velocity experiments always uses the molecular parameters molar mass,
sedimentation coefficient, density increment (or partial specific volume), and extinction coefficient. For equilibrium
experiments, sedimentation coefficients are not used. Other molecular parameters, such as virial coefficients, are
optional.

SEDANAL v4.86 introduced a new type of molecular parameter, the user auxiliary parameter, which is not used
directly for fitting. Instead, it is used indirectly via the Equation Editor. For example, suppose we want to fit for
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the stoichiometric ratios, v, of species relative to a "monomer" species rather than fitting for their molar masses.

For a three species system, the relationships might be M2=viM| and M3=v2M1

First, we create a model in the MODEL EDITOR with a user auxiliary parameter, which we will name N entering the
symbol nu for them. (Figure 4-22) Now N(7) can be used in the Equation Editor.

Sedimentation velocity

| P... | Description | Scale | Symbol | Briefname | 4
["_ 1 Molar mass (g/mole) 1 M M
I"_ 2  Sedimentation coeff. (S) le-13 s s
I_ 3 Diffusion coeff. (F le-7 |C C
|“_ 4 Density increment 1 d d
l_ 5 Frictional ratic F fffo
I"_ Mass extinction coeff. 1 B E
I_ 7 H - L 1 Ks
[ 8 H ep.. Ks2 (mL Ks2 2
[ ]9 |2 eff. E L :
ik
M2 1 N nu
l_ 13 2 er2 b
[
|— er & edit e : o =

Figure 4-22 Auxiliary parameters—user defined

Next, create a control file, specifying the new model.

The symbol for the auxiliary and other molecular parameters used in the equation editor, N in this example, is given
in the model (in the MODEL EDITOR). Symbol names are made up of letters, digits, and underscores (““_), with the
initial character not a digit. Symbol names are case-sensitive.

The symbol names must be unique, and cannot conflict with the symbol names used for other fitting parameters;
currently these are K, kf, kr, L, r, rw, m, b, y (for equilibrium runs only), p, vand T.

Versions after version 5.78, now include the Frictional Ratio, F, as a fitting parameter which allows one to set
limits for f/fo requiring it to be in any specified range, like 1.0 to 5.0, and not to allow it to drift below 1.0, the
theoretical lower limit of a perfect, unhydrated sphere.

Y. NOTE: When storing a model, the name and aliases (if any) are checked, and storing is disallowed if any other

models has the same name or alias. Names are considered the same if they differ only in spacing. For example,
"A+B=C" and "A + B = C" are the same
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4.2 MAIN MENU - Other Modules: Access by Main Menu

When SEDANAL is launched, the Main Menu appears with 11 choices, see Figure 4-23.

] sedanal v6.08.8548 x64 2014-10-23
Sedimentation analysis software by Peter Sherwood & Walter Stafford, Boston Biomedical Research Inst., Watertown MA, USA

Main Menu
Preprocess centrifuge data

Read centrifuge scan files or cell data files, locate the base and meniscus, and specify the range to fit.
For interference data, also remove optical jitter and align fringes.

de/dt

A+B=C
dc Concentration profile time-derivative analysis. Generate apparent
‘lt sedimentation coefficient distribution function (g*), calculate -
weight-average sedimentation coefficient and/or fit for molecular weight.

Fit preprocessed data

Choose initial guesses for parameters and fitting options for one or more cell data files, saving this information
y| ina "control" (.abc) file. Previously-created control files may be edited as well. After creating or changing a

| control file, optionally start the least-squares fitting process. Also used to simulate sedimentation patterns.

BioSpin

/ BioSpin analyzes sedimentation equilibrium data to produce point-by-point molecular-weight averages as
[ a function of local cell concentration. It uses the original code developed by Dennis Roark and David
Yphantis in the mid-1960's. (Roark and Yphantis, Ann. N.Y. Acad. Sci., 164, 245-278, 1969).

Combines all the scans, along with the chosen parameters and adjustments, into a single cell data (.abr, or "run") file.

Species, reactions,
and parameters

@ — n| Equilibrium calculations ” s Iém}e;cj hemical
'E“f 4| Calculate chemical equilibrium - kia culate chemcd
%)) ;:x concentrations in homogeneous solution CETS netics i )
5 homogeneous solution.
Preferences
it Script 4y Choices for operation
oadABC | Jutomatic operation Exit of the SedAnal
0dify ¥ of SedAnal from user- Y user interface.
CArtFiY o itten script file. i;?f: o
SedAnal.

=1 E3

Figure 4-23 The Main Menu
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4.3 Preprocess Ultracentrifuge Data

The preprocessor screen presents the following window:

[W Preprocess centrifuge data  SedAnal v7.55.22212 x64 x64 2021-7-12 Windows 10.0.19041.1023

File View

EI:\?;]’II ﬂ Data file description | | [ Select scans to be | _Experiment information ﬂ

. . plotted (all scans
Centiifuge and cell data files I I are stored)... E dit individual points | Temp Cancel
Type of run Jitter adjust ) Meniscus
Sedimentation G
£ velocity 103: —DI Range to fit
€ Equibrium skp || |

Cel N - | Brouse Inearal
data ad —I o minimurm maximum = r ﬂ Wiite adjusted
x 0 0 Pl =1 %% data file...

alignment
E?:g; ,l Browse
Ref | + Scale| Click onplat  Write set of XL
J v o tozoomin _scan files...

Locate
Subtract

Meniscus at Cell base at Fit from I Fitto | Jitter Integral fringe scaE Elzit:tg

adiust at subtract at

Figure 4-24 PreProcessor Screen

The "View" menu in the upper left corner of the Preprocessor window provides several choices for the display of
data: the default values can be set in the Preprocessor Preferences tab.

.08 . P S I
7, ' Preprocess centrifuge data  SedAnal v7.71.23705 x64 x

7, File View
7. E."p v Show x-axis e desc
ime
7 Show x grid I
] ¢ ® Showxticks spe of
7 xdimen
ET Show y-axis ocity
] quilibriv
7 Show y grid
e  Showyticks
7
7 v Show scans plotted
7l v Show scan summary
7 v Show approach to equilibrium

Figure 4-25 View choices
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The first step is to select the experiment folder by clicking on the top upper left box to reveal a list of
experiments: in the top drop-down window, one must select the experiment folder (Figure 4-26). Then, once
the experiment folder has been selected, in the bottom drop-down window, one will see the available datasets
and select the dataset to be preocessed (Figure 4-27).

Processing is different for absorance data and interference data. For both absorbance data and interference
data, one must select the meniscus, the base and range of data to be fitted. Additionally, for interference data,
one must remove optical jitter (time dependent, radially independent noise) by aligning the fringes in the air-
air space to the left of (centripetal to) the meniscus and then remove any integral fringe jumps by selecting a
spot--either in the plateau, near the meniscus, or near the hinge point depending on the dataset--where the data
changes the least from scan to scan.

In addition to absorbance and interference data, the preprocessor recognizes both intensity data from the XL-A
and the Optima AUC and fluorescence data from the Aviv FDS. The preprocessor also recognizes data from
the Colfen type Multi-wavelength (Open MWL) absorbance optical systems. Each set of intensity data is
presented in the preprocessor as two separate datasets, one from the sample side and one from the reference side.
The intensity data are converted to “pseudo-absorbance” data by taking their logarithm before being processed.
Pseudo-absorbance data are linearly related to absorbance data but differ from the corresponding absorbance
data by an arbitrary additive constant offset.

4.3.1 Loading Data

[N Preprocess centrifuge data  SedAnal v6.08.8548
File View

Exper- I m Data file de

ieocunk

20061222 A

2007 actinin

20070423 water vs water T_.'.p.?(
20071114 actinin test optics s Sedim
20110421 A1 B1 tektin VE'?'?'

" Equilit

A+B=C C+B=D SIM
ABC

abcd fitted
abcd SA
abcd test N-R vs Kl
AGSG
AGSG171736
approach to equilibrium
Armne_2013-01-10
Bohm
Carloz
conf
data from 20051215
+- DIFF SED

[+

[+

Figure 4-26. The Experiment drop-down window
The Experiment drop-down window displays a list of folders in the User_data directory.

Folders with names in bold format contain scan files. Folders in regular font, contain
subfolders that contain scan files.
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el e e bttt bt

Ame_2013-01-10
[=- Bohm
= 20100427 EQ) Rnald-15 mt

=~ 11K EQ

un
15KCELL1
15KCELL2
15KCELL3

. Carlae

Figure 4-27 List of folders

In this example, we’ll select “AGSG171736” which contains XL datasets stored in the standard format. After
expanding the folder “AGSG171736” select a set of files such as "1SKCELL1", and now click on the
“Centrifuge” drop-down window. To reveal the scan files available for fitting.

(N.B: The standard Beckman folder format is

...\User_data\experiment 1\”date”\”time”\*.IPn ).

View

Exper- .
i experiment 1 El

Centrifuge and cell data files

Cell
data j Browse |
C?Sgg j Browse I

11/8/2002 10:00:01
00301-00350.1P1
1/8/2002 10:00:02
00301-00350.1P2
1/8/2002 10:00:03
00301-00350.1P3
1/8/2002 10:00:04
00301-00350.1P4

Figure 4-28 The datasets are shown with alternating yellow and white backgrounds.

The time and date shown in the “Centrifuge” drop down window are derived from the folder names (in this
case from a 4 cell run).

When one of the datasets is selected, the entire dataset will be read in and will be used for fitting. The actual files

(i.e. scans) to be used in fitting will be chosen from the control screen by right-clicking on the run file name window
(see below)

! NOTE: If a file or files are missing from a dataset, SEDANAL will break the set up into two sets. For example,

if the run generated scans 00001.IP1 thru 00099.1P1 but scan 00050.IP1 was missing for some reason, SEDANAL

would show two batches of scans from that cell, one from 00001.IP1 thru 00049.1IP1 and another from 00051.1P1
thru 00099.1P1.
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m Preprocess centrifuge data SedAnal ¥3.40 3/3

View

Exper-
iment

Centri-
fuge

missing scan

Centrifuge and cell data files

Z' D ata file
I_

LI Browsel ™ Equ

Local
LI Browsel which

integl

3/12/2004 16:13:29
00001-00043.1PS
3/12/2004 16:19:29

00051-00030.1PS

Figure 4-29 missing scan file

In order to rejoin the two parts of the run, a dummy file would be need to be created with the name 00050.1IP1.
Now the dataset will appear as one contiguous set of files and would be treated as a single dataset. Later, on the
control screen one would have to exclude that dummy file from the analysis. The dummy file must at least contain
the two header lines at the top. The resulting series of scans (showing only those from 00040.IP1 to 00060.1P1)
would look as shown in Figure 4-30 and now the data can be treated as a single set.

h— - . —_— e

Figure 4-30 Missing scan

[———

missing scan

lispn, I

Occasionally, the XL-A/I will write an empty file and the data will appear as shown above. The name (i.e. number)
of the missing file must be noted and that file must be excluded from the fitting or from the DCDT/WD analysis.
Versions 6.01 and later will automatically flag a scan as bad if the file is not complete.
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After a dataset has been selected and read in, the screen will look something like this for interference data:

(W Preprocess centrifuge data  SedAnal v6.81.15058 x64 x64 2017-11-1 = O X
File View
5:1':1': [Myosinv_CBD2014 ﬂ Data file description | 50,000 | 1-732 |660.0rm Select scanstobe | Experiment informationl M ‘z‘
- Centrifuge and cell data files . |My/ cargo binding domain 1 ma/ml |19.8 deg :‘r';u:tg'ﬂf?ans Er e —— ﬂ Temp Cancel

d?a?: = M’ Type of un—— [ Jitteradiust 1 pepicoys | | '"';Egﬁ',,fgﬂ?e‘ minimum maximumwl Wiite adiusted

sl || € seelilgi];nlatlon = _Go | Rangetofit| | _Locate || # [57456 [7.2507 Pt é 1% dota fe..
E—!J. S | Cellbase | | cubtizct ||y [52768; [144614 Scale| Chkanpt [ Wiko sslof XL

14 oL

13

12

il

10

9

8

7

6

5

4

3

)

4 f

e q'f’}m_'“”“—i £ £ - 5 5 £ 57 5 5 ; 7 -
Meniscusat [ Cellbaseat] Fit from | Fitto | i :si:‘z: ] Intesﬂrbatlr;i:r:g;[— scagz[';ﬁ: 0

Figure 4-31 Raw Interference data
Initially when the data (in this case, interference data) are read in, they will look like above Figure 4-31 and

will require alignment in the air-air space (jitter adjust) and removal of integer fringe jumps in the solution
column that may occur at the meniscus.

Now indicate what type of run it is:

Type of run

- iSedimentatiors
ivelocity i

" Equilibrium

Figure 4-32 Click the appropriate button for this run type.

Next, we take care of vertical “jitter” by aligning the fringes in the air-air space. Under the “Jitter adjust”
label click on “Go” to activate the cursor and click in the air-air space. The number “10” indicates that a range of
plus and minus 10 pixels will be used for the alignment. If you need to undo what you have done, click on “reset”.
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4.3.2 Adjusting Data for off-sets and jitter

Figure 4-33 The “Go” button: Jitter adjust.

When the "Go" button is clicked the cursor is activated to indicate the spot at which the jitter adjustment will be
carried out. the number "10" in the window next to the "Go" button indicates the number of pixels around the
clicked position (i.e. +/- 10 points) that will be used in the jitter correction process. Adjust this number to make the
range narrower, as one might for absorbance data.

(W Preprocess centrifuge data  SedAnal v6.81.15058 x64 x64 2017-11-1 - O X
File View
El:lzzll |MyosinV_CBDZU14 ﬂ Data file description I 50,000 I 1-732 IEEO'D "M Select scanstobe |  Experiment infcumationl ﬂ
Centrifuge and cell data files IMy-V cargo binding domain 1 mg/ml |19.8 deg zllglt:tg[[eadlllscans Pp——— ﬂ Templ Cancel
Cell S| e . ) “Int I fi ) it individual points I
data = —I — Typeofun—— [ Jiter adiust Meniscus n:ﬁglzmg?,?e minimum  maximum Wiite adiusted
Centi- ey ¢~ Sedimentation Go | W M IS
?:gl 200311-25 17:22:53 +| Browse velocity 103: Range to fit Locate % |5.7456 |7.2507  Plot =| data file...
00001-00732.1P1 e a0 Ski Click lot ; ;i
—I Ref | +] [ Equibrim | 21l Cobase | | _Subiect || y [32167 [152557 Scdle|  omomin  ewncseof®ld
1Y N
14
13
12
n
10
9
g
7
[
e 5- § &4 6 63 &- £ &8 54 &5 &- A +1 7
Meniscus at Cel base at Fit from | Fitto | her [5 560238 el oo o
adiust al subtract a

Figure 4-34 After the jitter adjustments. The scans are now all aligned in the air-air space.

Once the data have been pre-processed, they will be written into a “run” file (with the extention “.abr”) and will
be available for re-editing by selecting them in the middle window labeled “Cell Data”. All the parameters,
meniscus, base etc are stored in the run file and are used by the fitter to perform the fits. Run files can be re-editted
at any time, for example, for re-fitting with a different range or better estimate of the base or meniscus positions.
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The preprocessing procedure is explained in detail below.

The fringes are aligned first on the air-air space to remove vertical variations due to time dependent instrumental
noise. Under "Jitter adjust" click on the “Go” button and then click in the air-air space. The fringe patterns will all
be aligned as shown in Figure 4-34.

Now we take care of the integral fringe adjustment:

Intearal fringe Intearal fringe Intearal fringe
alignment alignment alignment
Locate | 1 1

: : Locate |
Sub[[act I , —

Subtract

> 2. - 3.

Figure 4-35 Re-adjust the data for integral fringe shifts.

The next step is to re-adjust the data for integral fringe shifts introduced by the data acquistion software at the
meniscus. Next (1) click on the “Locate” button and select a spot — usually someplace near the bottom in the
plateau region — by clicking there. Then (2) click the “Subtract” button. The result will be as shown in Figure
4-36, and the buttons will look like (3) above (Figure 4-35). Clicking the “undo” button will undo the last
adjustment.

After manually re-scaling the plot, click on “Meniscus” and ‘click and drag and unclick’ at the meniscus position.
Repeat the process to choose the base position by clicking on the “cell base” button and then ‘click and drag and
unclick’ at the base position. Note that the base of the normal double sector centerpieces is very close to 7.20 cm
and so the actual base postion will probably be at a higher radius than you are at first inclined to choose. (You can
verify this by running some simulations: You’ll be surprised.)
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[ Preprocess centrifuge data  SedAnal v6.81.15058 x64 x64 2017-11-1 = a X

File View
E.;Eii [Myosinv_CBD2014 ﬂ Data file description | 50,000 [1-732 [B800MM o ccanstobe e ﬂ
r Centifuge and cell data files | |My cargo binding domain 1 mg/ml [198deg Plotted (all scans

eq Cancel

Cell =i o e el Editindividual points =) Ter| =
data Ly;ze_ of run- [ Jitter adjust Meniscus alignment minimum  maxinum N Wiite adjusted

i 53331130275321&253 ] rowse] | | € veoary " | | o= 6o | Rangetoft| | _Locate || « [5745 [r2807 P =1 [TX data fle...
; . Ref .j ¥ G _,Sklp Cell base —IUndo | ¥ [1— |4— Scale Cllg: Iz(o?:r:nﬁ:'?[ :ﬁg‘:fﬁzts_?_fx"'l
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Figure 4-36 Scans adjusted for integral fringe shifts

After the fringe adjustments have been completed and after the meniscus, base and range to be fitted have been
selected, the screen will look like one presented in with all five windows at the bottom filled in their
corresponding values (Figure 4-36).

The plot can be rescaled by manually by selecting the y-axis and x-axis ranges in the four windows at the top of the
plot. Click on the “Plot” button to refresh the screen.Figure 4-37

minimum  maximnumm
x |58 |73

Plot
y |1.7276 45216 —,

Figure 4-37 Set min and max x and y values manually

The “View” button (Figure 4-38) in the upper left corner of the preprocessor screen allows one to choose various
charcteristics of the plot, as well as to show how many of the loaded scans are currently being plotted, which are
shown in the upper right corner of the plot.
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Exp ¥ Show x-axis —
ime

Show x grid

® Show x ticks

e
ce  Show y-axis

f
Show y grid

® Show y ticks

! v Show scans plotted {

- I _
Figure 4-38 Plot format

SQI5U scans
Figure 4-39 Number of scans plotted
The number of scans being plotted is shown in the upper-right corner of the plot.(Figure 4-39)

4.3.3 Selection of Scans to be displayed.

Click on the “Select scans to be plotted” button to select which scans will be displayed on the screen.

Select scans to be
plotted (all scans
are stored)...

Figure 4-40 Select scans to be plotted

Note that all scans will be stored in the “run” file and can be used in the fitting process. Check or uncheck each scan
as shown below:Figure 4-42..

A range of scans and the increment can be selected by typing in the small boxes in the middle right of the window
(Figure 4-43) as shown in Figure 4-42..below.

4.3.4 Selection of scans to be fitted.

After the meniscus, base, etc. have been selected, it’s a good idea to choose an initial range of scans to be fitted at
this point, while you have them on the screen. Although these can be selected later in the fitting control window by
right clicking on the file name for the cell whose scans are to be chosen (see below), it’s easier to do it at this stage
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to see what is being chosen. For example, you might decide to fit the following scans after seeing them in the
preprocessor (i.e. scans 400 to 499 by 1):

Later, on the fitting screen, this range of scans can be recalled by right-clicking on the data file name and reloading
them as they were displayed in the preprocessor. This also gives you opportunity to select the appropriate radial
“range-to-fit” for the chosen set. Bad scans can be excluded from fitting and plotting by right clicking on the scan
box as descibed in the green box in Figure 4-42. If you want one of the scans to be excluded from analysis, right-
click on the corresponding box. A red "X" will indicate which scans have been labeled as "bad" scans that will be
excluded from analyses.(Figure 4-41) Right clicking it again will undo the "bad" scan indication.

{20

SedAnal

RUR R U R U UR U U Y

SV

Yes

o Scan 294 is now marked GOOD; do you want to change it to BAD?

No

2 I
mrerererrrrererre

Figure 4-41 Bad scans

Choose the scans which are to be plotted
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Figure 4-42. Designate scans as "bad scans"

Scan selection for Fitting (Figure 4-43)
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Figure 4-43 Select scans for plotting or fitting later
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Figure 4-44 Scans plotted are from 400 to 499.

You might want to limit the fitting to just this subset and range because of an aggregate you want to ignore, for

example (Figure 4-44).
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4.3.5 Processing intensity data:
4.3.5.1 Beckman Optima data

B Preprocess centrifuge data  SedAnal v7.73.23805 x64 x64 2022-5-31 Windows 10.0.22000.434
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Optima intensity data appears as two sets of data, one from the "sample" sector and one from the "reference"
sector. If here is a smple is each of those sectors, each dta set can be treated as a smple (doubling the thoughput). I
that case the internsity data is conveted to abrsorbance units by taking the negative logarithm of the scan intenity
data. These are then treated as pseudo-absorbance data.

If there is a sample in the "sam" sector and a reference buffer in the "ref" sector, then these intensity scans can be
combined and after taking the ratio of the intensities, into absobance scans.

First the "sam" sector is loaded,
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then the "ref" button is clicked to indicatet hat you intend to load reference intensity scans
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After clikcing on the "+" button, the scans are combined and converted to absorbance data.
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Optima Multiwavelength intensity data are preocessed the same way.

4.3.6

Summary of the preprocessing procedure:

4.3.6.1 Zoom.

The image on the plot can be expanded by clicking at the point around which you would like the picture to
expand. There are three levels of scale expansion, the fourth click will return the image to its original size.

4.3.6.2 Interference Data.

4.3.6.2.1 Remove optical jitter:

To remove optical jitter, click on the button labeled “Jitter adjust” and then click in a relatively flat
region to the left of the meniscus. The fringes will be aligned to each other by least squares fitting the curves to
each other over a small region (default is +/- 10 points).

v7.95 Page 46/179



4.3.6.2.2 Remove integral fringe shifts:

Integral fringe shifts can sometime occur at the meniscus. Because there may be a horizontal region of several
pixels where the are no fringes, the fringe tracing algorithm can get confused and loose count by one or more integer
jumps. These shifts are eliminted by comparing fringe pattterns in a region where there is a shallow gradient like
the plateau. To remove integral shifts, click on the “Locate” button under Integral fringe alignment. Then click on
a region of the pattern to the right of the mencscus where the pattern changes least between scans; the plateau region
is usually a good spot. A green band will appear. Then click on “Subtract” to eliminate the shifts. This is done simply
by subtracting or adding integers to the data as required.

4.3.6.3 Absorbance and Interference Data:

To set the meniscus position, first click on the mensicus region to expand the image. Then click on the button
labeled “Meniscus” and then click and while holding the mouse down move the black vertical line until it coincides
with the meniscus, and release the mouse button. Now a red vertical line will appear at the meniscus position and
the radius of the meniscus will appear in a box at the bottom of the screen. The value in the box at the bottom of the
screen will track the mouse while the button is held down. You can also type a vlue for th emeniscus postion into
this box.

To set the base position, repeat the same process for the location of the base of the cell by clicking on “Cell base”
first.

To select the range to be fittted: The range to be fitted involves a “click-and-drag-from-left-to-right-and-release”
operation. Click on the “Range to fit” button, then click on the centripetal point and drag the pointer to the centrifugal
point. This selects the range of the data to which the model will be fitted.

4.3.6.4 Fluorescence and Intensity (pseudo-absorbance) data.

Since neither of these types of data have a reference solution, they are processed a little differently.

Fluorescence data are processed in the same way as absorbance data; however no background is removed from the
scans at this point. The delta-c procedure in DCDT/WDA and the Fitter will remove the time independent
background signal when these data are rad in for these types of analysis.

Intensity data are converted to pseudo-absorbance (PsAbs) data by taking the negative logarithm of the intensity
signal. Since the PsAbs data have no reference background signal they will contain all the time independent
background systematic noise from the optical system. Similarly to the fluorescence data, the PsAba data will have
the time independent background signal removed by the delta-c procedure in DCDT/WDA and the Fitter.

Save Preprocessed data.

Once the data have been preprocessed, the data are ready to be fitted. The preprocessed data are stored in a “run”
file with the extension “.abr”.
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Figure 4-45 Choose cell file name.

As shown above, the file name will be of the form “yyyymmdd <user suffix>.abr”, where <user suffix> is supplied
by the user when either the “OK” or the “Write adjusted data file” button is clicked. See Figure 4-45, Top: before
the user adds the <user suffix>. Bottom: After the user has added a <user suffix>. the suffix will be instered
between the inintial name of the abr file and the ".abr" extension.

4.3.6.5 Wavelength Data from XL-A.

The advantages of using absorbance optics on the ultracentrifuge is the high sensitivity and specificity; by
choosing an appropriate wavelength, you can often observe one species independently of others. This is not the
case with interference optics, where all species contribute to the signal.

However, multiwavelength analysis is not recommended on the XL-A: it's slow to scan multiple wavelengths and
inaccurate because the monochromator does not always return to the nominal wavelengths chosen. And even
when it does, it doesn't always return to the exact true wavelength because of mechanical jitter in the wavelength
selection mechanism.

Nevertheless, it can be useful if the wavelengths chosen for eth analysis correspond to either a maximum or
minimum in the spectrum of each component. In that case the jitter will have the smallest effect on the inaccuracy
of the results.

To differentiate among species, it is convenient to use the multi-wavelength feature of the XL-A or XL-I. This
allows you to have every nth scan be done at a different wavelength (n can be up to 3). This is accomplished by
moving the monochromator grating between scans. The nominal wavelength is recorded in the file header.
Beckman’s control software allows you to choose among a single wavelength for all scans, or alternate scans at two
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or three different wavelengths. On the XL-I, you can also do an interference scan, as well as absorbance at up to 3
different wavelengths, in the same run.

When doing scans at multiple wavelengths, the monochromator reproducibility is about 2-4 nm; the reported
wavelength accuracy is unknown. Therefore, it is desirable to avoid wavelengths where the extinction coefficient is
changing rapidly with wavelength, although some compromise may be necessary to take advantage of the peak
intensities of the Xenon flash lamp.

When preprocessing the scan files produced by the centrifuge, SEDANAL will allow you to separate the scans for
each wavelength. This is necessary because the extinction coefficients vary. Normally, the choice of wavelengths
is designed to maximize the difference between extinction coefficients at each wavelength for the species of interest.

There are two ways to do the separation using SEDANAL. Remember that the first step in analyzing scans is to
store the data in a run file (.abr). As an example, suppose you have collected 100 scans of absorbance data at 280
and 350 nm in cell 2. The XL-A will use 280 nm for the odd-numbered scans (00001.RA2, 00003.RA2, ...), and 350
nm for even-numbered (00002.RA2, 00004.RA2, ...). (Yikes! What in heaven's name were they thinking when they
thought up this scheme??)

(1) Create a single run file containing all the scans for the cell. During preprocessing you choose a single meniscus,
cell base, and range to fit. On the fitting control screen, you will choose the run file # times, selecting sets of scans
at each wavelength. For the example, we would analyze two instances of the run file; for the first, we select “scans
to be fitted” of 1, 3, ..., 99, and for the second, 2, 4, ..., 100. On the control screen, the two cells will be linked (see
below) indicating they are physically identical. For the extinction coefficients of the various species, you will put in
different values for the two cells, corresponding to the different wavelengths (see below).

(2) Create multiple run files containing only the scans at a particular wavelength. Each wavelength is treated
independently. During preprocessing you choose a meniscus, cell base, and range to fit for each wavelength. When
fitting the data, you use the » run files, and no scan selection is needed, although you may want to do so to speed
processing or restrict the part of the run being analyzed. For the example, we have SEDANAL create two separate
run files; the first containing the 280 nm data, the second, 350 nm data. These cells will also be /inked (see below),
because they have identical loading concentrations. For the extinction coefficients of the various species, you will
put in different values for each of the two cells (see below), corresponding to the different wavelengths.

The difference between these choices is only how many run files are created from the original scans, whether the
scans need to be separated by wavelength, and whether different menisci, etc, can be used for different wavelengths.

The XL-A monochromator does not reposition itself to the exact specified wavelength for successive scans. In
addition, the measurement of the actual wavelength, stored in the header of the scan file, is subject to error.
SEDANAL has a tolerance for wavelength matching: two scans are considered to be at the same wavelength if they
are within this tolerance. The value of this tolerance is set in Preferences->Preprocessor, by checking the box
“Preprocessor should offer the option to separate scans...” and entering a tolerance below. The default tolerance is
4.0 nm, with the option enabled.

When the preprocessor is reading in a set of scans, it looks at the wavelengths, and if it detects more than one, it will
offer the choice to create separate run files, assuming this option has been enabled in Preferences, as described
above.
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If the wavelength tolerance is too small, there may be more different wavelengths than intended. In this case,
SEDANAL will list the first six wavelengths seen, and suggest increasing the wavelength tolerance.

The wavelength tolerance can be set in the Preferences under Preprocessor:

Preprocessor should offer the option
[V to separate scans of different
wavelengths or optical system

Scans are considered the I_
same wavelength if within 4 nm

Figure 4-46. Main menu > Preferences > Preprocessor

4.3.6.6 Very large multi-wavelength (MWL) datasets containing several hundred wavelengths -

When loading multi-wavelength data from either Helmut Colfen's 2D detector, or from Kristian Schilling’s
2D detector (The Open AUC project), a new window will open allowing the user to select which of the many
possible wavelengths (up to 2048) to process in the Preprocessor. (J. Walter et al. Anal. Chem. 87(6):3396-403,
2015).
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Figure 4-47 Scans from several wavelengths
Scans from multiple wavelengths can by plotted here but usually only one is necessary to choose the meniscus, base

and range-to-fit, and take care of vertical jitter. After adjusting the jitter, only the meniscus position is necessary for
either DCDT or WD analysis. But base radius and range-to-fit are required for the Fitter
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4.3.6.7 Deconvolution of Concentration Profiles from Multi-Wavelength Data

If the user has the extinction spectra of the components that compose a mixture, the Preprocessor can read those
data in and then can deconvolute the MWL data into component concentration profiles that are stored as separate
abr files for further processing by either WDA or the Fitter.

4.3.6.8 Multiwavelength datasets from the Beckman Opitma AUC.

Analyzing MWL data sets from the Optima are done similarly to those from the Open AUC datasets.
However there some considerations that must be take into account. In contrast to the OpenAUC, the Optima
acquires a separate scan at each wavelength. So each "scan" is acquired as a "set" of scans, each scan at a different
wavelength. This complicates the deconvolution process since the deconvolution must be done on all scans at the
same time point. Therefore, it is necessary to interpolate the different wavelength scans corresponding to a
particular scan set to the same equivalent sedimentation time point (i.e. the same value of w?t). The preprocessor
will recognize Optima data, do the interpolation - as best it can - and then do the deconvolution.

NOTE: sometimes, depending on the speed of the run and the steepness of the boundaries, the first few
deconvoluted scan will be incorrectly rendered. Since deconvolution is mainly used for WD analysis, this is
usually not a problem, since the WD analysis should be done at the highest radial range as feasible.

NOTE: For equilibrium runs, in which only the last scan set is used for analysis, the deconvolution of Optima
MWL SE data is not affected since all wavelength scans are taken at equilibrium, and the interpolation is not
necessary.

4.3.6.9 Preprocessing multi-speed datasets for Wide Distribution Analysis (WDA):

When loading a multi-speed dataset, the preprocessor will stop after loading the scans from each speed and allow
you to choose a radius at which to align the fringes in the air-air space and to choose a meniscus position at that
speed. The integral fringe subtraction will be done after the scans from the last speed have been loaded.

After the scans from the first speed have been loaded the boxes at the top of the screen will look something like
Figure 4-48.

Data file description I 6.000 ZI I 1-33
|cmx’pixelz 0.00074971165, 1:15 dil Hemocyanin in tris-H

Figure 4-48 load speed set

One clicks on the little black arrow to advance the preprocessor to the next speed’s dataset where the next meniscus
and vertical alignment in the air-air space are carried out. Neither the “’Range to fit” nor “Cell Base” needs to be
set for DCDT or WDA data.
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Data file description S 12,000 u | 100-198
|cm£pixe|: 0.00074971165, 1:15 dil Hemocyanin in tris-H

Figure 4-49 Load more speed sets

After all the speeds have been processed, carry out the integral fringe alignment and click “OK” to save the abr file.
Next proceed to the DCDT/WDA button on the Main menu.

If it has not been set in the preferences as the default (which is recommended), click the “Wide distribution” button
(left side above the dcdt window) to enter the WDA mode. Then load the abr file. Enter 1.0 for the smoothing
window. The data from each speed will appear in a different color (Figure 4-50). See below for more on WDA.
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Figure 4-50 Multi-speed Wide Distribution Analysis (WDA).

4.3.6.10 Preprocessing Multi-wavelength data from the Optima

Preprocessing multiwavelength data from the Optima is essentially the same as for the OpenAUC machines but
usually with many fewer wavelengths. Components can be deconvoluted in the same way when a spectrum for
each component has been measured with WDA or in a spectrophotometer. (See note above)
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NOTE: Radial scans from the Optima are scanned one-wavelength at a time. So in order to deconvolute the
contributions from each component in a mixture, SEDANAL interpolates the scans from the different wavelengths
onto the same time grid before deconvolution can be carried out. This may result in some distortion of the first few
scans. The distortion of the first few scans has essentially no effect on the WDA patterns of the deconvoluted data
but should not be included in the fitting of deconvoluted the scans. The distortion can be minimized by running at
a slower speeds to reduce the steepness of the boundaries. Satisfactory results scan be obtained by running at
speeds such that the sigmas are less than 20-30 cm™, where sigma is defined as

0; == M;(1 — %;p)w?/RT = w?s/D
4.3.6.11 Preprocessing Sedimentation Equilibrium data

The scan or scans to be precessed for SedEq analysis should be put in a folder on the same “date/time” path as for
sedimentation velocity. Only the scan(s) to be precessed should be made visible in that folder. SEDANAL will allow
the user to load an equilbrium scan and an optical baseline scan (a background scan taken usually with water vs
water to be used to correct for systematic errors that arise from irregularities in the optical system). SEDANAL will
subtract the optical background scan from the equilibiurm data scan. This is mandatory for interfernce data and often
helpful for absorbance data if there is a scratch on a window or dirt on the optics. SEDANAL will perform an
interpolated baseline subtraction using the optical basline scan to correct the run scan at corresponding radial points.

Multi-wavelength data from an equilibrium run, at equilibrium, does not require the same interpolation as a
sedimentation velocity run on the Beckman Optima AUC, and therefore, can be treated as any other type of MWL
data

4.3.6.11.1 Testing for Equilibrium

4.3.6.11.1.1Displaying approach to equilibrium

The Preprocessor displays the approach to equilibrium when either a set of centrifuge files, or a cell data (.abr) file
is loaded. It does this by comparing each scan to a reference scan (normally the last scan). The comparison is
displayed numerically in the scan summary window, and graphically in a "Scans' approach to equilibrium"
window.

Two plots can be shown: either (1) the root mean squared deviation (RMSD) between the reference scan (usually
the last scan) and each earlier scan is computed as the average of the squared deviations, corrected for baseline
shifts (i.e. vertical jitter).
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or (2) the user can choose to plot the "angle" between the last scan and the others by taking the dot product
between each earlier scan and the last scan.(Ninety degrees means the scan do not match at all and zero degrees

means they are the same.)

Scans' approach to equilibrium n Scans' approach to equilibrium n
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0.35
20 278.0 048 278.0
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0.344
%( i rfrom 5950000 e o T i rfrom 5.950000
- .
- i to 7.100000 % gg“ ! i LL to 7.100000
- - I |
< w3 & 033 [ ] B
i Scan | — 03 _M‘ | Scan 220
= = 0
é to 400 S w to 400
2 k e D) : |
\ Copnect 0325 + 3 2 Connect
m \ points 0322 points
N JRMSD 0.322 [JRMSD
0 ™ L @ Angle 032 @ Angle
o 200 [e0 120 16a 200{ 240( 280{ 320( 360 400 : 0.3182401 260 280{ 300 320( 340 360 380f 400 <
Replot Replot

Scan number Scan number

The left plot shows the entire span of the run, while the right window show, in this case, scans 200 to 400. It is
clear that equilibrium has been reached effectively by about scan 220.

Figure 4-51 Displaying approach to equilibrium

The "r from" and "to" radii are chosen automatically, in this priority:
If the user has entered radii, those are used.

Else if the meniscus and/or cell base has been chosen, it will be used after adjustment . The adjustment is to
add 0.02 cm to the meniscus, and subtract 0.002 cm from the cell base.

Else if the range to fit has been chosen, it will be used

Otherwise, the center 96% of the range of radii for all scans will be used as an estimate.
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The reference scan and starting scan for comparison are taken to be the initial and final scan, respectively. The
initial parameters and appearance of the graph are controlled by eight preference variables, but at present (v7.55),
these are not editable by users.

The Scans' approach to equilibrium window can be resized by dragging on its edges.
For multi-speed data, the approach to equilibrium is calculated separately for each speed:

This feature is useful. for example, when using a multispeed equilibrium method to verify whether or not
equilibrium had been achieved before each of the speed changes.

4.3.6.11.2 Equilbrium run in standard 12 mm double sector centerpiece.

Here is an example from a run performed in a standard 12 mm double sector cell with a loading volume of 0.25
mL (Figure 4-52).

File View

E:]g‘;’t 20031003 Dip Tnl-T2 v Data file description 35,000 17-17 230.0nm Select scans tobe  EXperiment information 0K
; . plotted (all scans
i c "Centnfuge and cell data files Tnl HR + TnT2-2HN 5 uM 4.0deg ate stored),. Ednamua ports Temp Cancel
e al v B - - . - Blanks -
data 20031003_0017_RA3.al rowse -rsyp; of run— Jitter adjust Meniscus Info T T . F Wite adsted
. ~ Sedimentation G S i
| C?Sg; | Browse ~ velacity 5% ? Range to fit Add #/|6.438 .25 = — [1% daloiies
Ref |« || | © Equilibrium Skip . Seale Click onplat  Wite set of XL-|
’ |J Cellbase m y 0750482 112302 e to zoom in scan files...
Al scans
0.0nm
N A NVWW\ Pat ey
v VY v |

6.604667  7.199793 6686783  7.129535 £.551333 12 0 fthppr scagehoeﬁg 0
Meniscus at  Cell base at Fit from Fit to Jitter adjust at Integral fringe subtract at Dptical path length, cm 0€q P -

Figure 4-52 Equilibrium scan
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After selecting the meniscus, base and range-to-be-fitted, the screen will look like in Figure 4-52 Equilibrium
scan, (Do not forget to click the “Equilibrium” check box and do not forget to enter the Optical pathlength

of the centerpiece used.).

If an optical blank is to be subtracted from the data run, select it now in the Centrifuge data file drop-down
window. Three curves will apear, the equilibrium data, the blank, and the corrected data.

4.3.6.11.3 Multi-channel data with 6 channel centerpieces

After loading a dataset from a 6 channel centerpiece, we select the meniscus, base and range to fit for each channel

and repeat until three cell data files are produced one for each channel pair.

View

=181 x|

E_"F'E'l' 20040314 nobody ;J Data file description r 60,000 2-2 Fringe alignment Select the scans to
iment — be plotted
Centrifuge and cell data files IM}NDSD a)3 b)1.5¢) 0.8 ma/ml  12-03-04 ’7 105. M “ (all scans are stored)

> Browse| | = Equibrium run
Browse| |

minimumn - maximum -
% |5.75 7199 ﬂl IW Range to fit
v [T507 | 2763 | Sode| i semrn _Colbase

e

Cancel
Wiite adjusted
data file

All 1 scans

Meniscus at Cell base at Fit from Fitto Jitter I
adiust at

Figure 4-53 Data from 6 channel Yphantis type equilibrium centerpeice.
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M Preprocess centrifuge data SedAnal v3.61 5/25/04 —18(x|

vi
e Restore Down
EXPETQ' 20040314 nobody j Data file description I 60,000 2-2 Fringe alignment Select the scans to 0K
iment — be plotted
Cenlrfuge and celldata files [MyXpep aJ3 b]1.5¢)0.8 ma/ml 120304 ( 10 Gof 1 (all scans are stored) Cancel

cell

data =] Browsel | = Equibrumun
Centii[3/15/2004 12.26:33 Locate poirt at Wits adsted
fugelononz00002Ra1 Bowse| | ¢ ot data file

2 All 1 scans

minimurn - maximum

«[575  [7155 Pl [ix E
y [0 [276 | Scde| Getamie _Celbase

Subtract intearal
fringes

Unda integral finges

05

05

15

Meniscus at [5.871133 Cell base at[6.183333 Fit from [5,300267 Fitto [6.148667 Jitter Integral fiinge
I I I I adiust at I subtract at

Figure 4-54 Selecting channel A. Repeat for remaining channels
After the meniscus, base, and range-to-fit have been chosen for the first channel, the processed data can be saved
with a name like 20040314 60K CHA, for example. And then these data must be reloaded and the process is
repeated for the other channels and each is saved as a separate cell data (*.abr) file using similar names (eg.
20040314 60K CHB, and 20040314 60K CHC, etc). Rather than reloading the file three times, use the '"Save cell
data as..." feature of the File menu in the upper left corner of the menu bar:

FICH View
Open centrifuge data... -
Open cell data...
3
Save cell data i
Save cell data as... [

Exit
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4.4 Fit Preprocessed Data

4.4.1 The Control Screen

When "Fit Preprocessed Data" is selected from the Main Menu, the default control screen will appear.

Developer
options...

Output files ...

Store control file
and start fit

Show
lirnits

Package...

(] X

Store control
file only

Cancel

D] Control parameters for fitting run  SedAnal v7.91RC7.28252 x64 x64 2024-4-11 Windows 11 (10.0.22000.2538)
Control file Compute
| Browse New B O Chi-square Right-click on a parameter
© Standard deviation to have it held constant
- while fitting
Model to be fitted . Lat~ O Sumof absolute deviations
ad g Fit Constant
Number of points between 500 Model editor Shift-click on a YaNCed:
meniscus and base of cell parameter tosetlimits | oo o () Use deleted points
© Analyze data Egn Molecular parameters
O Simulate data
Kinetic parameters in molar units Parameter 1
Keq kf ke
Reaction 1 Parameter 2
| Parameter 3
Reaction 2
Parameter 4
Reaction 3 P o1 5
Reaction 4 Parameter 6
Reaction 5 Parameter 7
Fesafan Parameter 8
Loading conc
Dat Cell data file L Desciipli I dat Meniscus,  Fit from Fit to Base of &,
Eid (right-click for cell menu) ESE b e cm radius  radius, cm  of cell, cm a/l -
1 v
2 v
3 v
4 v
5 v
5 v
7 v
3 v
g v
10 v
L

Figure 4-55 The main control screen for the fitting preprocessed data

4.4.1.1 Create a New Control File

To start a new fit, click on “New” and a dialog box asking you to specify an “experiment” directory will appear.
The directory you specify next will be the location in which the control file will be stored with extension “.abc”

(Figure 4-56).
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4

Directories for input and output files X

oK

CASEDANALNAUC_2024_workshop\MWL 3 species simulation g

C:ASEDANALMNAUC_2024_workshop

- Sedbnal debuaging
. 2 COMPS control files

- FITS output files

A MWL 3 species simulation
- Spectra
7 TEST B-0 MWL simulation

scan files || scan files
run files || run files

Figure 4-56 Dialog box for output directory

Browse For Folder E\E|

Directory For new control file

&2 sedanal H
E ) Sedanal-v345
E ) Sedanal
() ModelEditor
I2) Program J
= ) User_data
() New Folder (2)
(@] <iulate single species :l
Folder: I simulate single species
Make New Folder | oK Cancel |
4

Figure 4-57 Select experiment folder
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Click on “Browse” and select the experiment directory in which the control file will be stored, here: “simulate
single species’

The control file name will appear in the Control file box. It will be named “New_Control Filename” by default and
should be renamed immediately at this point before storing it.

r
D] Control parameters for fitting run  SedAnal v7.91RC7.28252 x64 x64 2024-4-11 Windows 11 (10.0.22000.2538)

- O X
Control i Compute Store control file
MWL 3 species simulation\ R MEE Browse B O Chisquare . Right-click on a parameter and start fit
© Standard deviation to have it held constant
L Developer Show
Model to be fitted ~ Last'¥ O Sumof absolute deviations ' optens fmits Store control
Ad J Fit Constant file only
Num!:er of points between 500 Model editor Shift-click ona vanced...
meniscus and base of cell parameter to set limits Indefinite self-assn [ Use deleted points Output fles .. Packade... Cancel
o Armalyze data Ean Molecular parameters
) Simulate data a g c D £ F G
Kinetic parameters in molar units
Parameter 1
Keq kf kr
Beagtert Parameter 2
| Parameter 3
Reaction 2
Parameter 4
i) Parameter 5
Reaction 4 Parameter 6
Heaghens Parameter 7
Reaction & Parameter 8 v -
eaction Limits: -
Loading conc
Dat Cell data file e Descrinti I dat Meniscus,  Fit from Fit to Base of &,
) [right-click for cell menu) O cm radius radius, cm  of cell, cm a/L
1 v
2 v
3 v
4 v
5 v
6 v
? v
8 v
3 v
10 v

Figure 4-58 The main control screen for the fitting preprocessed data

4.4.1.2 Choose between Analyze Data and Simulate Data

' Analyze data

Figure 4-59. Now indicate whether you are going to “Analyze data” (the default for fitting)
" Simulate data

or “Simulate data” by clicking the appropriate button, and select the model from the “Model
to be fitted” dropdown window.

Figure 4-59 Analyze vs simulate

v7.95 Page 60/179



m Control parameters for fitting run SedAnal v4.22 12/6/05

Control file
|20031 R RPN ew Control Filename

Model to be fitted |A+B=C A _l
28=p2 N
Number of points [ 3 comp 3 species I
meniscus and bl SUEEGEG—
Time in A+B=C plus D
A A+B=C C+B=D n
isodesmic indefinite
isoenthalpic indefinite ¥ ‘
"— T T

Figure 4-60 Select model

Now the Control Screen will change to correspond to the model chosen Figure 4-59.

D] Control parameters for fitting run  SedAnal v7.95.30261 x64 x64 2025-1-16 Windows 11 (10.0.22621.4391) - O X
Control fle LTI Store control file
Browse| [New! [B O Chi-square Right-click on a parameter and start fit
© Standard deviation to have it held constant Show
P while fitting e
Model to be fited  A+B=AB V) Last v O Sum of absoluts deviations Fil C L Store control
i ; e Advanced ... L Skl file only
Numbel of points between 500 Model editor Shift-click ona
meniscus and base of cell O trome parameter to setlimits | [C) Use deleted points Outout files .. Package... Cancel
nalyze data
O Simulate data Ean
A B . 4B
Kinetic parameters in molar units
Keq K ke Molar mass (g/mole)
A+B=AB Sedimentation coeff. [S)

Density increment

Mass extinction coeff.

Ext coeff by cell |

Browse Loading conc  Loading conc
Dat Cell data file Desciiti I dat Meniscus,  Fit from Fitto Base of &, of B,
8 (right-click for cell menu) SOIEOLECES S cm radius  radius, cm  of cell, cm a/l all

| |
1 v
2 v
3 v
4 v
5 v
6 v
7 v
3 v
g9 v
10 v

Figure 4-61. The main control screen for the fitting preprocessed data: as the model is selected the appropriate
boxes will appear on the top portion of the control screen.
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4.4.1.3 How to Save the Control file if you haven't started with the '""New" button.

If you have filled in all the parameters but had not pressed "New" before you started, you will see this message:

SedAnal_747

You need to specify a name for the new control file (use
“Cancel” to exit without writing a control file)

Py TroTeTe; e e oo o

You can still save the new control file by typing the full path to the folder, into which you want to store the new
control file, into the path window just to the left of the "Browse" button.

At that point, if you make a mistake in the path, you will see this message:

SedAnal_747 X

@ You need to specify a complete path for the new control file

The path you have given is

C:\sedanal\.abc

but the path must look like
C\SEDANAL\User_data Optima AUC\<experiment
folder>\<control filename>.abc

OR

C\SEDANAL\User_data Optima AUC\<experiment
folder>\<control filename>.abc

Use "Cancel” to exit without writing a control file.

After you have entered the correct path, SEDANAL will save the new control file.

4.4.1.4 Reload a previous control file

X Control parameters for fitting run SedAnal v7.17.17410 x64 x64 2019-7-

Control file

. I Browsel New ﬂ

Last| =

Model to be fited | ~|

There are two ways to load an existing control file: (1) To reload the last control file for the fit you just finished;
click on the "Last" button. The previous control file (*.abc) will be loaded onto the screen and to update the best
fit parameters, click on the "B" button and the Best Fit values of the parameters that were allowed to float in the
last fit will be loaded in RED font. (2) To load a previous control file from a fit performed at some other time,
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click on the button with the down arrow to see a list of control files that were processed previously (The number
of files in this list can be set in the Preferences.) The Best Fit for this control file can be reloaded as described
above with the "B" button.

When you click on the down arrow you will see a list like this:

c thi-square Right-click on a parameter — ;;1‘;
w CASEDANALNKaren 20190829 A+B=C\Surd_Alon L| Ml MI ﬂ % Standard deviation to have it held constant Developer

w CASEDANALAAUC2019 Workshop Chiistchurch\SEDANALSU ser_datat2019.08.26. FormulationBufferBiologicS amplet2019.08.26. FormulationBufferBiologicS ample_a&\Runld1 79 comp ™ k
m CASEDANALYWAUC2019 Workshop Christchurch\SEDANAL U ser_data\2019.08.26.FormulationBufferBiologicS amplet2019.08. 26. FormulationB ufferBiologicS ample_a\Runld173\2comp e
w CASEDANALNAUC2013 Workshop Christchurch\SEDANALU ser_datatMultiwavelength data\Cell? MB + BSA\2comp_MwL

@ CASEDANALYWUC2019 Workshop Christchurch\SEDANALUser_data\20031003 Dip Tnl-T2\globalfit-2-separate-v717_D0032_float_ratios_float_Keq_L-M
@ CASEDANALNAUC2013 Workshop Christchurch\SEDANALU ser_datahSIM EQ 245IM_1comp EQ c=1 gpL_FIT_non-ideal

@ CASEDANALNVAUC2019 Workshop Christchurch\SEDANALUser_data\SIM EQ 25SIM_1comp EQ c=1 gpL_FIT

W CASEDANALNAUC2013 Workshop Christchurch\SEDANALU ser_dataSIM EQ 245IM_Tcomp EQ c=.1 gpL BM1=0.05

m CASEDANALNAUC2019 Workshop Christchurch\SEDANAL\U ser_dataSIM EQ 245IM_1comp EQ c=.3 gpL BM1=0.05

The icon at the start of each line identifies the type of fit: SV, SE, or SIMulation

_
—
h

SV fit SE fit SV sim SE sim SV calc SE calc

4.4.1.5 Loading cell data ("abr") files:

Browse

Cell data file
[right-click for cell menu)

o
1]
@

Data

=

20031003_0017_RA3.abr
20031003_-017_RA1.abr
20031003_017_Ra&2.abr
20031003_027_Ra1.abr
20031003_027_RA2.abr
20031003_027_RA3.abr
20031003_50K_RA1.abr
20031003_50K_RA2. abr
20031003_50K_RA3. abr

L I = - I & ) B S

LU

Figure 4-62 Select cell data file

Figure 4-62. Select the cell data (*.abr) file from the “Cell data” drop-down window. When the Cell data file
is selected, the type of run (velocity or equilibrium) will be recognized and the parameter boxes on the control
screen updated accordingly. &2 NOTE: The default screen assumes velocity run until the abr file is loaded.

If the cell data files are NOT stored on the default path, you will have to "Browse" for the files. This could happen,
for example, if the runs were done at different times and/or stored in different folders.
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4.4.1.6 The control screen is divided into several regions.

4.4.1.6.1 TOP LEFT:

In the top left region of the control screen, one supplies a name for the Control file. Below that window is a drop-
down window from which a model may be chosen. Below that is a box for entering the number of points to be
used between the meniscus and the base of the cell by the Lamm equation solver:. (Other parameters used by the
Lamm equation solver can be set under the Advanced > Fitting tab (or from the Preferences > Control extended >
Advanced > Fitting); these include the time interval to be used by the ODE (Ordinary Differential Equation) solver,
and the maximum number of iterations to be performed by the non-linear least squares function minimizer ... more
on this later.) The Equation Editor can be accessed by clicking on the "Eqn" button. And the Model Editor can be
accessed by clicking on the "Model Editor" button.

4.4.1.6.2 MIDDLE-LEFT:

In the mid-left region, in the box labeled "Kinetic Parameters", kinetic rate constants (kg, k) or equilibrium
constant (Keq) may be entered by the user. If an equilibrium constant is chosen, the internal routine uses 0.01 sec™!
for the reverse rate constant and fits for the forward rate constant only. The default value for the reverse rate constant
may be changed on the "Advanced > Kinetics/equilibrium control" tab. If nothing is entered in the box labeled
Keq, one must supply an initial guess for both the forward and reverse rate constants. Other parameters used by the
Kinetics ODE solver also may be adjusted in the ""Advanced > Kinetics/equilibrium control' tab.

4.4.1.6.3 MIDDLE-RIGHT:

In the middle right region, in the box labeled '"Molecular parameters'', one enters the molecular parameters for
each of the species participating in the reaction scheme, as well as those which might be extra components. These
parameters include molar mass or diffusion coefficient or frictional coefficient, sedimentation coefficient, density
increment, and mass scale extinction coefficient for the optical path length corresponding to the centerpiece in use.
We will be adding the ability to specify pathlength and using the standard units for mass extinction
coefficient of L-g!'-cm™!

4.4.1.64 LOWER:

The Lower region allows one to select the datasets that will be fitted either singly (if only one is chosen) or globally,
if several (up to thirty-two datasets in v6.14) are chosen. The datasets are chosen from the drop-down windows on
the left and will be found in the Experiment folder in which one had preprocessed the datasets under consideration.
The dataset (*abr) files live at the “time” directory level i.e. the lowest level along with the scan files.

The best guesses for the loading concentrations in molar or mass units are entered in the boxes at the right
end of the dataset line of boxes. These values should usually be allowed to float (you may think you know what they
are but you really don't). One may either float or hold a common value for the ratio of [B]o/[A]o Or ¢B,0/CA,0. In most
cases in which a dilution series is being analyzed, this ratio should be the same for all cells. To constrain the ratio
to be the same value for all cells, left click on the text above the ratio boxes.

To switch between mass and molar concentrations click on the little red/blue squares to the bottom right of the
column headers. To switch between molar or mass concentrations and molar or mass ratios, click on the yellow
square on the bottom left of the column header. (. Note: The yellow square at the bottom left of the first column
header for species A does nothing.)
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Figure 4-63. Switching between molar and mass concentrations

Loading conc Loading conc

mal fl: kratio B/
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= l—
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Figure 4-64. Switching between mole ratios and weight (i.e. mass) ratios.

1aze
ell, cm a/L

4.4.1.7 The Equation Editor

Other relationships between parameters not established by the Model Editor can be established with the
Equation Editor.

The equation editor window can be opened by clicking on the button labeled "Eqn"'.

Model editor |

* Analyze data

" Simulate data Ean
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Relationships established by the ModelEditor will appear in green font. Relationships established by the Control
screen will appear in blue font. Custom relationships that are entered by the user will appear in grey font and
labeled as "Custom". (see below).

x
| hModel | Control ICustom

M(3)=M{1)+M(2)

(0, 3)=(M{1)*d{0.1)+M(2)*dd (0, 2))/(M(1)+M(2)) Key for symbols:
e(0,3)=(M(1)*e(0,1)+M(2)*e(0,2))/(M(1)+M(2))
K(iRxn) equilibrium constant
kf(iFxn) forward rate constant
kr{iRxn) reverse rate constant
MiiSpecies) molar mass
s(iSpecies) sedimentation coefficient

psviiSpecies) partial specific volume
d(iRun.iSpecies) density increment
e(iRun.iSpecies) extinction coefficient

Ks(iPxn) concentration dependence
ofsandD

Bh1(iRxn) second virial coefficient

th{iSpecies) isoenthalpic configuration

L{(iRun,iSpecies) loading concentration, g/L
riRun.iSpecies) ratio of loading concentration
to that of component 1, molar

m{iRun) meniscus

b(iRun) cell base

wiiRun) y-offsetto be used

p(iRun) density of the solution
wiiRun) viscosity ratio of the solution
T(iRun) temperature of the solution

Figure 4-65. Equation Editor

In this example, for the model A+B=C, the equations are generated by the ModelEditor and show the relationships
established by clicking on the boxed on the tab for species 3, “C”. That is, the molar mass is the sum of those of
species A and B. The density increment and the extinction coefficient of “C” are both expressed as mass weighted
averages of those of species A and B.

Other relationships between the parameters can be entered manually. For example, consider the case of a 2
component, 2 species system comprising a non-interacting monomer and dimer. One would choose the model “2
comp 2 species” and then enter the relationship relating the molar mass of the two species.

Relationships in Green are established by the ModelEditor; those in Blue by the control screen and those in Grey
by you. So, for the system A+B=AB we might have a case in which we had performed an experiment in which we
had done a dilution series (4 cells) at a constant ratio of [B]o/[A], loading concentrations and combined those data
with another experiment in which we had varied those ratios (2 more cells). Moreover, we’ve used both absorbance
and interference optics for 2 of the cells. That gives us a total of 8 run files to combine in a global fit. Assuming
we know the extinction coefficients accurately (both in units of A.U.-mL-mg and of fringes-mL-mg for a 12 mm
optical path length), we can require that the loading concentrations in the cells in which both optics were used be
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the same by linking the cells on the control screen. Or we can use the equation editor to establish those constraints
if the 2 cells in question were not adjacent to each other in the list of run files on the screen. If we wanted to link
dataset 1 (absorbance data) to dataset 4 (interference data), because they are the same cell and therefore must have
the same loading concentrations, we would enter L(4,1) = L(1,1) in the Equation editor.

. Browse . . . Loading conc |Loading conc
Data Cell data file _, Description, cell data Meniscus,  Fit from Fitta Base of &, ratio B/A

[right-click for cell menu) cm radius  radius, cm  of cell, cm mol/L

1 | 20051130_trya20.abr >| |sbedkeq  critei 5.9 [5.95129  |7.08446 |72 [1.05101e5 |2

2 | 20051130_try420.abr | fabcdkeq citeii |59 [5.95129  [7.08446  [7.2 [1e5 [2

3 | 20051130_try420.abr | fabcdkeq  citeii |59 [5.95129  [7.08446  [7.2 [1e5 [2

4 | 20051130_trya20.abr x| |sbedkeq  critei 5.9 [5.95129  |7.08446 |72 [1.05101e5 |2

5 I LI I Equations for dependent parameters

5l | |

7 =l [ Model [ Control [ Custom

8 | =] |

9| = M{3)=M(1)*M(2)

10| = M(4)=h(2) +M(3)
dl(0.3)=(M(1)*d(0. 1)+ M2 (0,2))/(M(1)+M(2))
dl(0.4)=(M(2)*dl(0.2)+M{3)*d(0.3))/(M(2)+M(3)) K(iRxn)
e(0.3)=(M(1)*2(0,11+M{2)*e(0,2))/(M(1)+M(2)) kf{iPoxn)
(0. 4)=(M(2)*2(0.2)+M(3)1*e(0,3))/(M(2)+M(3) kr(iPxn)
L{1.2)=L{1 DM M20%(1,2) M(iSpecies)
L(2.2)=L{2 MM2)*(2.2) s(iSpecies)
L(3.2)=L{3, DMMM(2%(3.2) psviiSpecie
L{4.2)=L{4. DMM(2)*(4.2) d(iRun.iSpe
L{4.1)=L(1.1) e(iRun.iSpe

Ks{iRxn)

Figure 4-66. Using the equation editor to link parameters in different cell datasets.

4.4.1.8 Start the fitting:

To start the fitting after all the initial guesses and other constraints have been entered, the fitting is started by
clicking the “Store control file and start fit” button.
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4.4.1.9 Advanced Parameters Button

Advanced ... I_

4.4.1.9.1 Error Estimation Control

The first set of advanced parameters is under the “Error estimates” tab and allows choice of either a Bootstrap with
replacement, a Monte Carlo type of error analysis, or search for confidence limits by computing F-statistics. (F-
statistics is selected in Figure 4-67.)

Advanced parameters X

Emor estimation control IClaverie control I Kinetics/equilibrium control I Fitting I Simulating I Non-ideality l

" No emor estimation

(" Bootstrap with replacement (random subsets)

IO
" Monte Carlo (noise added to simulated best fit) Number ¢
Noise standard deviation IO bk
(% Calculate F-statistics
Conrfidence level Maximum tries Allowed error in .
(0.6827-0.999) 1095 Sl 16 confidence 1001 Test FStat grid

 Initial increments by parameter class ffractional change, except "abs" are absolute change)

M |0.005 K. kf, kr |0.1 Ks |0.01 Temp |0.01 Aux1 |0.01
s |0.005 cload |0.01 Ks2 |0.01 Dens |0.01 Aux2 |0.01

Densincr |0.01 Men, base |0.01 abs BM1 |0.01 ViscR |0.01
Ext coeff |0.01 yOff I0.0DS abs CM1 |0.01 Theta ID.O1

D |0.0 ffo |0.005

Formua to use for F
% Fused by SedAnal " NonlLin F1 " Seber & Wild eq 5.30
" Johnson & Straume eq 35 " NonlLin F2

OK I Cancel

Figure 4-67. Advanced window.

4.4.1.9.2 Lamm Equation Solutions (Claverie control):

The second set of advanced parameters under the “Claverie control” tab allow adjustment of the performance of
the finite element procedure for solving the Lamm equation and concerns the adjustable time increment used for
each step and the distribution of grid points along the radial axis. The example below says essentially, if the
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fractional change in concentration does not exceed 0.02 at any point in the cell over that last time interval, then
increase the time interval by a factor of 1.02. A smaller rate of change can be set for the first few steps in the
box labeled "Sedimentation time step initial fractional change".

The boxes at the bottom of this tab allow termination of the finite element algorithm in the event of numerical
instability :viz:

M aximum number of times the time step
can be halved to avoid negative |4
concentrations near the base

After halving, if there are still ¢ Continue
negative concentrations o~ Stop

Figure 4-68 criterion for stopping F.E.M.

Advanced parameters X

Error estimation control ~ Claverie control IKinetics/equiIibrium controll Fitting I Simulating] Nom‘dealityl

Inttial time step for
simulation, sec

|0A01

Concentration
fractional change

Minimum fraction of total conc-

entration to be considered

Sedimentation time step
inttial fractional change

o
—
o
T

Grid spacing
{meniscus) Fraction Densty # points

1 [1 [1 [ 499
Sedimentation time step
subsequent fractional change 2 I l I
3 | | |

Maximum number of times the time step
can be halved to avoid negative |4
concentrations near the base

After halving, if there are still ¢~ Continue
negative concentrations 5 Stop

Divide the meniscus-base into up
to 3 regions, each with a different
spacing. The least dense is 1.

Base conc
params

0K

Cancel

Figure 4-69. Control of the finite element calculations.
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The grid spacing can be controlled as in the following example which shows the cell divided up into three
regions spanning 0.1, 0.7 and 0.2 of the distance from the meniscus to the base. The point density and actual
number of points used are shown in the designated boxes.

Grid spacing
{meniscus) Fraction Density  # points
1 0.1 f1 [ 57
2 o7 |1 | 399

3 2 s [

Divide the meniscus-base into up
to 3 regions, each with a different
spacing. The least dense is 1.

Figure 4-70 Specify grid spacing: three zones.

Limit concentrations near the base
Base conc
params

Error estimation control  Claverie control | Kinetics/equilibrium control | Fitting [ Simulating I Non-deality I

Special treatment for points near the cell base x

Concentrations of each species can be constrained near the cell base.

Applytofinal———— |Affected points are chosen as either last N, or a fraction of the total points.

 npoints l_ Possible constraints are absolute concentration limits, smoothing. and fitting
with an exponential. Fitting with a polynomial is not yetimplemented.

& % of points W For smoothing. the filter is not adjustable: use odd # points for best result
Checked items are applied in the order listed.

Developers: You should remove DO 31.
v Concentration maximum (g/L) [100 Adjustment is now available for all species.

Check developer debug output 20 for log file.
[~ Concentration minimum (g/L) |0
[~ Smooth every [_ points

3 I” Fit polynomial of degree
X

™ Fitexponential to all points

Cancel

ok | cancel |

Figure 4-71 Limit concentrations near base
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4.4.1.9.3 Kinetic integrator control

The third set of advanced parameters under the “Kinetic integrator control” tab allows one to adjust the
performance of the ODE (Ordinary Differential Equation) solver. The current version of SEDANAL uses either
the Bulirsch-Stoer algorithm (with Richardson rational polynomial extrapolation) or the Euler extrapolation
method to solve the differential equations describing the kinetics. For those cases in which instantaneous
equilibrium can be assumed, the equilibrium equations may be solved directly using the Newton-Raphson
successive approximation iterative method. One method, kinetic or equilibrium solution, could be faster than
the other depending on the model.

Advanced parameters X

Emor estimation control | Claverie control ~ Kinetics/equilibrium control I Fitting | Simulating | Non-ideality |

Maximum integration l 0 v ‘ J
steps allowed 10000

Variables for the equilibration of load

concentrations done before each iteration

Fractiqnal 16
accuracy required

Maximum fractional change for all species to -
Minimum step sizoe W declare equilibrated I1e-13
allowed (may be 0) N L
When conctt) output is being produced, limit
the fractional change of any concentration to lOAD1

Reverse rate constant to be How many times the kinetic integrator step L
used when an equilibrium |0_01 size can be halved (inttial step size=1 sec) IB_

constant is soecfied How many times the maximum number of ls_

kinetic integrator steps can be doubled
r~ Convergence criteria for Newton-Raphson successive approximation -

Fractional change of conservation+equilibrium ﬁ » 4 L
function maanitude between iterations 1e-10

Fractional change of component concentration Ii
maanitude between iterations L

Initial equilibration Equilibration during run 1T Equilibrium fitting
Analytic Kinetic Newton- | Analytic Kinetic Newton- | Analytic Kinetic Newton-
solution integrator  Raphson | solution  integrator  Raphson | solution integrator Raohson
BulSt SEulEx BulSt SEulEx BulSt SEulEx
Analytic solution o o o o o [N & o o C gl
No analytic solution “ (" o . « o . o

0K I Cancel

Figure 4-72. Control of the kinetic integrator.

After each time step of the Lamm equation solution, the updated concentrations of all the species are recomputed
according to the kinetic rate constants. If the kinetic methods are too slow and you are sure that your system is not
kinetically limited, use the Newton-Raphson method; it may run faster. You will have to determine this on a case-
by-case basis. For fitting equilibrium runs, use only Newton-Raphson.
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4.4.1.9.4 Fitting Tab

First choose the fitting method, either simplex or Levenberg-Marquardt minimization. For simplex, the mode for
setting up the initial simplex is controlled by selecting the forth tab “Fitting”. In the upper right-hand area, The top
button is to vary only the diagonal elements of the simplex array in the positive direction. The middle selection is
experimental — don’t use it. The last one (bottom button) varies all the elements by small positive and negative
amounts. It seems to work best and is recommended. The convergence criteria are entered in the bottom set of
windows. Whether the fit is stopped, or perturbed and restarted is indicated in the "Perturb fit and re-do" section of
this screen. Other settings here affect the display.

Advanced parameters X

Error estimation control I Claverie control I Kinetics/equilibrium control ~ Fitting I Simulating I Non-deality ]
v Maximize the fitting window

(make it fil the ) Fit method — Default criterion for fitting ——
[V Label plots " Simplex " Chi-square
(% Levenberg-Marquardt (L-M) (¢ Standard deviation
Maximum number ~ o
of runs to plot 12 = Sum of absolute deviations
snmult.aneousl?' ) Maximum iterations  |100000
R;du_;:;r:ms) ?-.at?ng(?s) | ~ How to set up inttial simplex
' Grid ' Grid " Posttive increment to diagonal elements
" Neither " Neither " Altemating sign changes to all parameters
¢ MOD+INT power of 1.01
— Plots of calculated curves B Plots of experimental data, residuals
z oint size > Line Sedimentation o
Line j ;I s j ® LI r Relative standard vellodty ﬁtls Equiiorium fits
i — . - - ive standa
width j — | o C.Il for residuals j * C C:\:J'I I~ deviation of simplex I1e_9 I
E points to exit
-Perturb fit and redo -
Relative change in sum of
To improve the fit, you can perturb all parameters after the squares to exit L-M |1e-15 [
best fit is achieved, then fit again and choose the better
fit. You can either stop after a fixed number of times, or Relative change in |1 15 I
stop if }he fit criterion (e g, RMSD) is not improving parameters to exit L-M €
e Orthogonalty of function [12-15
. Stop if fit criterion and Jacobian to exit L-M I ¢ [
Minimum ID _l;' [V fractional change
is less than Relative emor in function for Io I
Magimum m Iom_ forward-difference approx
Initial step bound for L-M |100 [
Apply perturbation to the addtional fits done for
[ bootstrap or Monte Carlo. If not checked, only the Scale parameters intemally w
original fit is perturbed. forL-M ¥ ~

OK I Cancel

Figure 4-73. Choosing fitting parameters.

4.4.1.9.5 Plot color and symbol size

Plot color and symbol size are set in the Main Menu > Preferences under the control Extended tab:
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User preferences SedAnal v7.04.16466 x64

1

x64 2018-12-6

General | Pneprocessorl dc/dt and WDAI BioSpin | Control Control extended | Indefinite self-association ] Col

ot

" Qutputs...

4+

Select
one

Emor estimation control | Claverie control | Kinetics/equilibrium control  Fitting | Simulz

Maximize the fitting window |
v {make i fill the screen) (Ff method
¥ Label plots Simplex e
. (¢ Levenberg-Marquardt (L-M) C
Maximum number c
of runs to plot 12 < s
simultaneously Maximum iterations [100000°
Radius (x-axis) 7 Data (y-axis) | -
" Ticks " Ticks ‘
@ Grd * Grd ¢
" Neither " Neither C
(s
— Plots of calculated curves _P Plots of experimental data, residuals L
= oint size = Line
Line j ColorI for data j ColorI r
Width _- || e ColorI for residuals — ColorI r
- -
Perturb fit and redo Rel-
To improve the fit, you can peft_urb all parameters after the |

4.4.1.9.6 Select output for Simulations

Advanced parameters

— When generating simulated scan data
[V Output individual scan files (*.IPS, *.RAS, etc)

QOutput a cell data file (*.abr), setting the base, meniscus and
[V range to fit automatically these can be changed using the
Preprocessor)

QOutput a prototype control file (*.abc), which can be used to fit
[V the simulated data. If you choose this, you probably also want
to select "Output a cell data file".

4.4.1.9.7 Set limits on s and D under non-ideal conditions.

v7.95 Page 73/179

Emor estimation control | Claverie control | Kinetics/equilibrium control | Fitting ~ Simulating | Non-deality |



Advanced parameters X

Emor estimation control | Claverie control | Kinetics/equilibrium control | Fitting | Simulating Non-ideality I

Max D/Do The values are limits of the ratios between actual

| Species name | Min s/so concentration-dependent non4deal and the ideal values.

#
1| ]
2
3

B Leave blank for no limit.

<

Note for developers: This replaces former DO 008.

The numeric value will also be different, as here you are
specifiying the minimum or maximum ratio of the non-deal
value to the ideal, not eta=1-D/Do as before.

Figure 4-74. Set limits on D and s for non-ideal systems

Leave s/so blank and set D/Do to 2.0. If needed, s/so should be set to a fraction like 0.5.

4.4.1.10 Concentration dependence of s and D without cross terms.

Hydrodynamic concentration dependence of both s and D through the frictional coefficient is expressed through
the coefficient ks defined as follows: f=fc=0)(1+ksc).

Thermodynamic concentration dependence of D is expressed through the second viral coefficient, BMi, as
follows. D=D-0)(1+2BM; c)/(1+ksc) One may either fit for these parameters or hold them constant at preset,
"known" values.

Therefore, the hydrodynamic concentration dependence for s is given by

s(c) = s, [ﬁksc}

while the total concentration dependence for D is given by

_ BMc
D(c) = D, | 14222e]

This approach has been superseded by Cross term fitting using the Ks and BM1 matrices (cf Cross Term Non-
ideality:)
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4.4.1.11 Pressure dependence of density and viscosity:

4.4.1.11.1 Compressibility

When dealing with compressible solutions, one can enter the isothermal compressibility value in the

Experiment information window in the preprocessor: [the units of compressibility are cmz/dyne (aka Ba'l=

bayre™!).]

! Note that the compressibility can also be expressed in terms the bulk modulus B The SI unit for bulk
modulus is the pascal. (10 bayre=1 pascal). Therefore, the bulk modulus is just the reciprocal of the

compressibility.

|20190112 test viscosity

ﬂ Data file description

| 50,000 | 1-182 |278.0rm

Select scans to be!

plotted (all scans

Data for this experiment

|- Investigator I v Affiliation I vl [— Cancel |
Lab notebook
Technician [—3 ik
Machine I v I Location v
Material being studied l LI I ;I
Tarii I I'\"r‘]r'ﬂ\‘,
Enter composition for each
Salvent I LI I LI | component; click on units to
| i i change.
Buffer components I LI I ;l I Zl
I el I I el 1116}/
Other solutes [ ~

I Irvu,’m,

Wl VR

Partial specific vol, v-bar

Used for dc/dt only. l

Compressibility,
/B 4.9e11|

I Centerpiece v I

Temperature, I_ | Density,
degC 2 g/en? L
Rotor 'I

Cell A I Windows A

Comments

Figure 4-75 Setting Compressibility for each cell.

Load the abr file and click on Experiment information and enter the compressibility as indicated.

We have generally followed the equations described by: Schuck,P., "A model for sedimentation in inhomogeneous
media. II. Compressibility of aqueous and organic solvents Bioph. Chem. 108 (2004) 201-214.

See also, in terms of bulk modulus, Stoutjesdyk, M et al., European Biophysics Journal (2020) 49:711-718.
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A default value of compressibility can also be entered in the Preferences page:

General Preprocessor dc/dt and WDA BioSpin Control Control extended  Indefinite self-association Compressibilty SedAnal updates

atmosphere is 4.591x10"-11 Ba"-1.

Grayed choices are not yet implemented in SedAnal.

For dc/dt
© Do not use compressibility

Use compressibility for the solvent specified
in Experimental information

Use this value for compressibility

For sedimentation equilibrium
© Do not use compressibility

in Ex

essibility for the solvent specified
ntal information

Use this value for compressibility

4.4.1.11.2 Pressure dependence of viscosity

For each type of analysis, choose the default method for dealing with solvent compressibility. The default will beused for each
cell data file unless you use the Preprocessor's Experiment information window to overide it.

Compressibility is measured in units of 1/barye (Ba"-1); 1barye = 1 dyne/cm? The compressibility of water at 20°C and 1

For WDA
© Do not use compressibility

Use compressibility for the solvent specified
in Experimental information

Use this value for compressibility

For sedimentation velocity
© Do not use compressibility

Use compressibility for the solvent specified
in Experimental information

(O Use this value for compressibility

If the pressure dependence of solvent viscosity is to be taken into account. The values for the pressure-viscosity
coefficient can be entered as a developer option: select option 024 and enter the viscosity-pressure coefficient
under Parameter 1. (Version 7.05: this will be moved to experiment info in later versions)

[~ 022 Volume fraction polynomial used for non-ideality

[~ 023 Enable parallel Claverie simulation, kinetics not parallel
[v 024 pressure-dependent viscosity corrects s and D

[~ 025 Use pdeldto solve Lamm eqns

[~ 026 [notin use]-was SV uses scan file to initialize

Parameter 1
Parameter 2

Parameter 3

4.4.1.12 Selecting datasets to be fitted:

IW Parameter 4 I | OK I
li Parameter 5 I Cancel
Ii Parameter 6 Ii

Figure 4-76 Pressure dependent viscosity

Data Cell data file

wite
difference files

=

=
ol E—

na NN

-
200207108_cell_1_020828.abr 8/26/1
2 | 20020108 _cell_1_e107a.abr 7/11 /07
20020108_cel2eT072_v238, abr 7/11
3120020108 _cell3_e107a.abr 7/11/02 1
o (20020108 celd_e107a abr 7/11/02
5 |

=

Figure 4-77. Preprocessed datasets.

Once the experiment directory has been chosen, all the available preprocessed run files (*.abr) will be visible in

the dropdown windows.

When the cells are chosen, one must enter guesses for the loading concentration of each component.
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Selected scans within a cell may be fitted. The default is all scans; to change this, right-click on the run file name
(lower left), a small window appears that allows you to either choose the scans to fit or to enter a weighting factor

for that dataset.

LA el RN N

7 Select scans to fit
Weights for this cell
Synthetic boundary...

< Preprocess this cell

Figure 4-78 Specifying scans to fit

If "Select scans to fit" is chosen, a window similar to the one for selecting scans to be plotted in the preprocessor
will appear. You may select the scans to be used for fitting in that window. The result is written into the control
file. There is an option in the lower right of the scan-select dialog box to use the same scans for fitting that had
been chosen for plotting in the preprocessor (Figure 4-79).

Unselect all
Select all
Start with scan 1 EI
Increment by 1 3

End withscan| 999

Copy from list
of scans
chosen to plot

Figure 4-79 select scans to be fitting or copy those used in the preprocessor
4.4.1.12.1 Removing a dataset from the fit.

To remove dataset from the fit, highlight the name in the “Cell data file” window (requires two left clicks) and
press the “Delete” (not the “Backspace”) key.

4.4.1.12.2 Weighting Factors

In the Fitter the use of weighting factors and user settable values for weighting factors can be set for each cell
data file by right-clicking on the cell data file name on the control screen. To enter weighting factors for a
particular dataset, right-click on the cell data file name

(the *.abr file) and select "weights for this cell"
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(“ NOTE: THIS HAS BEEN UPDATED TO USE AS INPUT, STANDARD DEVIATIONS, instead of
inverse variance, as of version 6.92. The inverse variance is calculated and used internally.)

B
Cell data file ﬂ' Meniscu

(right-click for cell menu) Description, cell data c

Data

1|1_cell_1_conc.abr vt ——Aratng
—  Select scans to fit -

2 | ¥ Weights for this cell

3 I <  Synthetic boundary... I
— Extinction coeff file e

4 I hy Preprocess this cell

& | vl 1 I
Figure 4-80. Selecting "Weights for this cell” brings up the following window.

Weighting for cell 1

" Noweighting (i e, all points are weighted equally). Cancel |

Assign weight based on scan type (interference,
~ ahsorbance, etc). The default standard deviation for

each scan type is setin Preferences. The weight will Use errors from scan if
be 1/(std dev) 2 I~ available, overriding
choice at left

' This cell will have 1
& Specify a stgmdar_d deviation for this Stddev |0.006

cell. The weight will be 1/{std dev) %

|D.IJIJB Weight |2????.8

{weightis for scan pair)

Figure 4-81 Select weighting for each cell

If datasets from different optical systems are to be combined in a global fit, they must be weighted according to the
magnitude of the data and the noise on the data. If the inverse of the variance (1/c?) of the data is used as the
weighting factor for the squared residuals, then data from different datasets can be combined. In the example above,
the value of 27777.8 is the square of the inverse of 0.006, the typical order of the standard deviation of either
interference (0.004) or absorbance data (0.006) from the XL-A/I. When weighting factors derived this way are
used, the reduced chi-squared values instead of sums of squares of the residuals are minimized. The results
are equivalent: in both cases the procedure is called Maximum Likelihood Estimation (MLE).

' NOTE:: SEDANAL displays the reduced chi-squared values on the fitting screen instead of the rms
deviation when inverse variances are used as weighting factors and “Chi-square” is selected at the top of
control screen.
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Compute

¢ Chi-square

" Standard deviation

" Sum of absolute deviations

Default values can be set in the Preferences under the Control tab:

Defaults for weighting (can be ovenidden on control screen)

¢ No weighting (i e, all points are weighted equally)

Assign weight based on scan type (interference, - Use emors from
absorbance, etc). The weight will be 1/(std dev) 2 scan if available
Default standard deviation for

Absorbance data  |0.005

Interference data W
Intensity data W
Fluorescence data W
Anything else h

These can be changed on the control screen for each cell.
4.4.1.13 Multi-Wavelength Weighting Factors by Wavelength

When a multiwavelength dataset has been loaded, the following weight option becomes available:

IWeIgNnTIS TOr SCan paur)
File containing standard deviation by wavelength

{multi-wavelength data only)

| E

allowing the user to load a file containing the standard deviations of the data as a function of wavelength.

4.4.1.13.1 Standard deviation by wavelength file format

The standard deviation files may have any extension (e g, .txt or .csv), but the contents will be interpreted as
ASCII text. SEDANAL looks for lines like

wavelength stdDev

The stdDev is the standard deviation to be used for all points at that wavelength, in the same units as the scans

contained in the corresponding cell data (.abr) file. The standard deviation is used to weight scan points at the
given wavelength.

The format is identical to that for extinction coefficient spectrum files.

The wavelength may contain a decimal point, so either 253 or 253. 0 is valid, and has the same meaning. The unit
for wavelength is nanometer (nm), and the values are rounded to the nearest 0.1 nm.
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Lines beginning with // are comments, and will be ignored.

The wavelengths may appear in any order, and need not be consecutive. Within the range of wavelengths
contained in the standard deviation file, the standard deviation will be linearly interpolated to the scan data
wavelength. Any scan data with wavelength outside that range will be ignored during fitting (weight = 0). Only
the first 2500 wavelengths will be included. Wavelengths should not be <200 nm.

4.4.1.14 Selecting parameters for the finite element solutions to the Lamm equation.

One must select the grid density, i.e. the number of points between the meniscus and the base, to be used for the
fitting. The data are interpolated onto this grid and the finite element solutions to the Lamm equation are generated
on this grid. The time interval is the initial time increment used by the finite element procedure. This initial time
increment can be adjusted according to the parameters enter under the “Advanced” menu.

Number of points between

meniscus and base of cell 400}

Figure 4-82 Select number of points for F.E.M for fitting

For initial fits to a new system, it is recommended to choose 200 points between the meniscus and the base. This
will make the exploratory fits relatively fast. The number of points should be increased to 400 or 800 later to refine
the fits for the most accurate estimation of fitted parameters. Higher numbers of points may be necessary if the
sample generates steep gradients. The maximum is 10,000 points

4.4.1.15 Extinction coefficients: Global fitting with multiple optical systems -

If several optical systems and/or wavelengths have been used, different mass extinction coefficients can be used
for each cell. (44 Note: in versions before v7.94, the extinction coefficients to be entered must correspond

to a 12 mm path length: i.e. one must multiply the usual (mg/mL for 1 cm) UV extinction coefficients by 1.2).
Or if 1 or 3 mm centerpieces were used, the usual 1 cm value must be multiplied by either 0.1 or 0.3,
respectively, to correspond to actual path length used.

L NOTE: As of v7.94 we have added the ability to specify pathlength and using
the standard units for mass extinction coefficient of L-g!'-cm!

If all cells were run with interference optics, then the extinction coefficients would be entered by choosing the
"ALL CELLS" option which is the default:
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Mass extinction coeff. |3.29 |3.25‘ |3, 29

Figure 4-83 ALL CELLS

Left-clicking on the text “ALL CELLS” will allow one to enter different extinction coefficients for species for
each cell.

Mass extinction coeff.

s 1 |3.29 |3.29 [3.29

Figure 4-84. Left-clicking on the text “ALL CELLS”

Each click advances to the next cell. If interference optics have been used for cell 1, one would input the number of
fringes per 1 mg/mL:

Mass extinction coeff. IU.B |1 > I1 11318

Figure 4-85. Set extinction coefficients for each cell

! NOTE: Starting with version 7.40, SEDANAL allows a matrix of g coefficients to be filled in

for each species in each cell. For example, (cf Figure 4-86) for the system 2A=A2; 2A2=A4 and two
cells, with, say, a 12mm and a 3 mm centerpiece, respectively, we would have the following matrix
that would allow us to either fit or hold the extinction coefficients. (In this case, for example, we
have assumed that the extinction coefficients do not change upon association.)

Extinction coefficients by cell x

Each column contains the extinction coefficients for the species atthe top in the cell # of the row. 0K |
Enter or edit a value in "All cells" to change all cells to the same value.

Right-click to change between Fit and Hold constant. Cancel
Species | A |A2 |A4 r

Allcells |1 1 1

Cell 1.2 1.2 1.2

Cellz |03 0.3 0.3

Figure 4-86 Extinction Coefficient Matrix

If absorbance at 280 nm had been used, one would click again on the text and enter the mass extinction
coefficients of each species at 280 nm: where the last box is computed as a weight average based, in this case, on
the model A+B=C. If the data were taken with different optical systems on the same cell, then the loading
concentrations for those data will be the same. SEDANAL allows one to constrain the loading concentration to be
identical for those datasets. As of v7.94 we have added the ability to specify pathlength and using the
standard units for mass extinction coefficient of L-g"'-cm™!
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Loading conc

Cell data file Wite - : Meniscus, Fit from Fit to Base of &,
[ [right-click to select scans]  difference files Bz Al E cm radius radius, cm  of cell, cm mol/L
1 |20021215_cel_interference.abr 1 x| [~ |Cell 0: [5.899260  [5.928889  [6.974815  [7.200000 [21e5
2 |20021215_cel_1_A280.abr 1218 x| [~ |Cell0: [5.900741  [5.958519  [6.884444  [7.198518  [21e5

.l == | I | I I
Figure 4-87 data from “cell data files” 1 and 2
For example, if the data from “cell data files” 1 and 2 were taken from the same cell, their loading
concentration will be identical. One may click on the Number “2” on the far left of the row to “slave” that
dataset to dataset # “1”.

If cell “3” had been taken at another wavelength on the same cell, then cell data files 72" and “3” would both be
“slaved” to cell data file “1” by clicking on the number “3” at the left (not shown).

! NOTE: Many of the relationships discussed in the following section can now be established in the
Equation Editor which is especially useful for cells not adjacent in the list shown in Figure 4-88 and for more
complicated relationships between cells.

2 . . . . Loading conc
D=s [light-clicc:i"lgast:IehLet scans) diffe:evr:::lg files [esemicrliopEsltaa e Merz;cus, ﬁ:;t;’lzsm rad'i:ll.ltst,ocm of E:ﬂs,ecm rﬂfnﬁL
1 |20021215_cell_interference.abr 1 | [~ |Cell: [5.899260  |5.928889  [6.974815  |7.200000  [21e5
2 20021215 _cel_1_4280.abr 1215 7| [~ |Cell0: [5.900741  |5.958519  [6.884444  [7.198518  [21e5
[20030107_cell_2_int.abr 1/7/03" x| [~ [CellD: [5.900000  |5.930371  [6.837037  |7.200000  [4.e6
20030107_cell_2_a280.abr 1/7/0 x| = |Cell: [5.900000  [5.927408  [6.881462  [7.200000  [4.e6
C ~lr I I I | I

Figure 4-88. Linking cells that have the same sample but different optical system.

For example, if cell data files “1” and “2” are from one cell and cell data files “3” and “4”, then click on the row
for cell data file “2” to slave it to cell data file “1”. Then click on the row for cell data file “4” to slave it to cell data
file “3”. Cell dataset that are slaved are highlighted in the same color.
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m Control parameters for fitting run SedAnal ¥3.45 3/15/04 -8 Iﬂ

Control fle Compute t Debugging output Store control file
. - ight-click on a parameter . -
[Ie1 07ahcell_1_2_3 4.abc Browsel New ’7 % Standard deviation tg have it hel d»gonstant ll: [not !n use] and start fit
) Last|¥| | € Sum of absolute deviations while fitting [notin use]
Model to be fitted |A+B=C j = I I | = | T [~ [notinuse] Store control
i onstan file only
plunberlsf pontsbeheenl[a0 Masimum iterations [1000 ShilElclionta MI
meniscus and base of cell parameter to set limits : " Cancel
Indefinite self-ass'h | Output files ...
Time interval for IW (¢ Analyze data Molecular p ‘
simulation 1= " Simulate data
Kinetic p b I A I B I c
ey . . Molecular weight (a/mole) [43300 [46000  [83800
A+B=C 1.49129¢6 | | —
Sedimentation coeff. (S) |2A33 |3A1 4 |4_|3533
Density increment j0.738 jo.74 |0.733024
Mass extinction coeff.
ALLCELLS J329 j329 |3.29
§ X . . Loading conc Loading conc
Data .. Cell data file Desciiption, cell data Meniscus, Fit from Fit to Base of A, ratio BAA
[right-click to select scans) cm radius radius, cm  of cell, cm mol/L

1 |20020108_cell_1_020828.abr 8/ 7| |Cell T: cm/pixel 0.0 [5.942334  [6.304869  [6.873114  [7.218177  [1.45554e5 [1.32604

2 |20020108_cell2e107a_v236.abr ¥ | [Cell 2 D:ASedanalh  [5.946352  [6.233640  [6.909520  [7.226091  [4.71012e6 [1.32604

3 |20020108_cel3_e107a.abr 3/12/ 7| [Cell 3: D:ASedanaly  [5.943977  [6.258965  [6.863348  [7.228466  [1.66126e6 [1.32604

4 |20020108_cell4_e107a.abr 3/12/ 7| [Cell 4 D:ASeddnalh  [5.955057  [6.290623  [6.895274  [7.233214  [5.82058e7 [1.32604

5 =l | | | | | I
6l ] | I | | | | I
7| ] | I | | | | I
8 ] | I | | I I I
9 | | | I I | I I I
0] = I | I I I I

Figure 4-89 The main control screen for the fitting preprocessed data with all parameters filled in.

When all the parameters have been filled in, the screen will look as shown above (Figure 4-89).

! NOTE: The loading concentrations can be expressed in moles per liter. The loading concentration of

component 2 can be entered in terms of the molar ratio of B to A: [B]o/[A]o. For the 3 component system, the last
column will be the ratio of [C]o/[A]o. This will allow one to specify that the ratio be fit as a global value for all
runs, and is used in cases in which the runs are part of a dilution series for which these ratios might not be known
but which are usually expected to be the same for all cells.

4.4.1.16 Local vs. global parameters - changing

To change the ratio from a local to a global parameter, left-click on the text “Loading conc ratio B/A” or “Loading
conc ratio C/A” above the column of boxes. The first click will fill all the boxes with the value entered into the
top box and propagate that value to the other cells and change to background color to yellow to indicate that these
are not being fit separately.
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All cells will use the same ratio in the fitting process.

Loading conc Loading conc

n‘:foﬁi_ ratio B/A Figure 4-90 The loading concentration ratio is entered as 1.0 in this example.
[6.85e5 |1
[228e5 |1
[761e6 |1
[254e6 1]

Loading conc Loading conc

of &, ratio B4,
~ mollL Figure 4-91. A single left-click on the text “Loading conc ratio B/A” propagates the
[6.85e5 |1 top 1 into the boxes below with a yellow background to indicate that these values are
' ] derived from cell #1 and will be kept equal to and vary with the value for cell #1 as a
[228e5 |1 -
. Foes I single global parameter.
.ole-
2546 |

[ | I
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Loading conc Loading conc

;Lﬁi e Bl Figure 4-92. A second click on the text “Loading conc ratio B/A” turns the
[1.5¢-5 1.35 backgrounds back to gray to indicate that these values will be now be allowed to float
4506 [ independently for all cells:
[1.6e-6 [1.35
|5e-7 1.35

Figure 4-93. Right clicking on one of the gray boxes will turn its background blue and now its value would be
held constant during the fit, if that were desired:

4.4.1.17 Indefinite Self-association

4.4.1.17.1 Isodesmic case:

| " Sum of absolute deviations l

Model to be fitted 7 L] ;_
e Ad d... |
MNumber of points between Masimum iterations I_ I Shift-click on a Vance |

meniscus and base of cell parameter to setlimits |y oeie cofassn

[(q' Analiza Aata I

Timnm inbmesiml fme

Figure 4-94 Isodesmic model selection.

On the control screen, if an isodesmic model has been chosen (Figure 4-94), a button labeled “Indefinite self-
ass’n...” will become active. Click the “Indefinite self-ass’n...” button to enter the coefficients for a polynomial
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representing the relationship between the sedimentation coefficient of the oligomers and the degree of
polymerization (Figure 4-95).

Loading conc Loading conc

of &, ratio B/A
mol/L
[685e5 |1
[228e5 |1
[761e6 |1
[254e6 1]

I |
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Parameters for infinite self-association reactions x|

Rzn 1 I

A+A=A2/A2+A=A3/..
M aximum

Smallest n-mer I I aximurm o I
cone, mol/l relative errar,. number of I
due to n:mer x I— n-mers

. )
truncation 0

N-mer concentrations are calculated until either the “smallest n-mer' or "'maximum
n-mers" limit is reached. Weighted s and D are computed using the n-mer concentrations.

Polymerization method [isoenthalpic only)
(% Conservation of radius

" Conservation of length

" Conservation of length / radius

Exponential coefficients for s dependence
sfi] = s(1}EXP(a3 #¥+a2-2+al-x+al] ==Ini

Enter either as integer numerator and denominator,
or as real numerator, leaving denominator blank

| o0 | o | 2 | 0
[T | |3 [T
a3 a2 al al

0K I Cancel | Spply | Help |

Figure 4-95. This example is using the s(i-mer) = s(monomer)* (i)z/ 3,

Other coefficients, for end-to-end polymerization for example, can be entered from bead modeling or other
theoretical considerations. The coefficients can be entered as rationals in the numerator box or as fractions by
specifying both numerator and denominator.

The coefficients, a0, al, etc... represent the coefficients of the following polynomial
In(s(i-mer)) = a0 + al*In(i) + a2*( In(i))**2 + a3*(In(i))**3.

The coefficients are obtained by fitting a polynomial to the values of In(s(i)) as a function of In(i). Usually a0 will
be set to In(s(monomer)). The values of s(i-mer) can be obtained from the analysis of bead modeling, for example.

4.4.1.17.2 Isoenthalpic indefinite self-association:

Lastlvl ‘ " Sum of absolute deviations ‘
Model to be fitted | e=guat=1 s = (A=

— Ad d..
MNumber of points between o P l— I Shift-click on a ﬂl

mehiscus and base of cell parameter to set limits

|
-
|

Indefinite self-ass'n .

Time interval for % Analyze data el

Figure 4-96 Isoenthalpic indefinite self-association
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On the control screen (Figure 4-96), if an isoenthalpic model has been chosen, a button labeled “Indefinite self-

ass’n...” will become active:

Click the “Indefinite self-ass’n” button to enter the coefficients for a polynomial representing the relationship
between the sedimentation coefficient of the oligomers and the degree of polymerization. Then select the
polymerization method according to how the entropy terms will be handled. [For details, see Ronald Chatelier,
“Indefinite isoenthalpic self-association of solute molecules”, Biophysical Chemistry, 28, 121-128 (1987)]

Parameters for infinite self-association reactions x|

Rxn1 |

A+A=A2/A2+A=A3/..

Maximum
number of |k}
nemers

N-mer concentrations are calculated until either the “smallest n-mer"* or "maximum
n-mers” limit is reached. Weighted s and D are computed using the n-mer concentrations.

Polymerization method (isoenthalpic only)—

(% Conservation of radius
" Conservation of length

" Conservation of length / radius

Exponential coefficients for s dependence
sfi) = s(1YEXP(a3#+a2 @ +al-w+al)  x=Ini

Enter either as integer numerator and denominator,
or as real numerator, leaving denominator blank

| o | o | 2 | o
T T T
a3 a2 al al

oK I Cancel | Apply l Help |

Figure 4-97. Entering parameters for indefinite self-association

4.4.1.18 Constraining the range of parameter values during fitting.

Molecular mass [a/mole) for A

[1e20

Minimum Maximum Cancel

> Eerficlzrie=
[ F-statistics s I

Figure 4-98. The range of allowable values

The range of allowable values for a parameter may be set by shift-left-clicking (Figure 4-98) on the value in the
control screen (Limits set by the ModelEditor can be changed here.):
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4.4.2 Exiting the Control Screen to start fitting

=10l x|

Store control
file and start fit

Store control
file only

Cancel I

Figure 4-99. Start the fit

After all the appropriate boxes are filled in, the fit can be started by clicking the button labeled “Store
control file and start fit” or if you just want to store this control file and maybe open up another one, click
the button labeled (you guessed it) “Store control file only”.

4.4.2.1 Fitting Screen

() Sedanal, sedimentation analysis software by Peter Sherwood & Walter Stafford, Boston Biomedical Research Inst., Watertown M, US -2 x|
Fitting started 2004-03-27 07:56:25 SONY-VAIO Control file: D:\Sed&nal\User_data\e107a\cell_1_2_3_4_kinetics.abc 2004-03-27 7.56:25
Simplex iteration 331 Fitting original input Relstd dev = 0.0000000E+00 Toexit= 1.0000000E-08 CLOSE
ClavSim started 2004-03-27 08:38:42.849 Run 4 Scan 50 10774.53 sec Start 08:38:43.930
Analytic solution for the kinetics is being used .
Diff

Tter | Std dev [ stc) [ k(1) [ ke(1) [ Ldoia) [ LdiBa) [ Ldoz(a) [ Ldoaa) [ Ldoa(a)
init 8.42306467E-03 4,06890000E+00  1.49129000E+02 1.00000000E-04  1.45554000E-05 1.32604000E+00 4.71012000E-06 1.66128000E-06 5.820S3000E-07
323 6.04436819E-03 4,03048620E+00  1.73080745E+02 9.86984285E-05  1.44827744E-05 1.35411S85E+00 4.69969002E-06 1.60318645E-06 5.40292920E-07

322 6.04436819E-03  4.03048621E+00 1.73080807E+02 9.86984263E-05 1.44827737E-05 1.35411S88E+00 4.69969002E-06 1.608186S7E-06 5.40292775E-07
5,40291379E-07

324  6.04436813E-03  4.03048627E+00  1.73081397E+02  9.86984055E-05  1.44827667E-0! 1.35411624E+00 1.60818749E-06
326 )3 4.03048631E+00 36E+02 D1E-05 1.4 -05  1.35411650E+00 1.6 -06 5.4 0E-07
4.03048614E+00  1.73080102E+02 9.86984511E-05  1.44827820E-05  1.35411546E+00 1.60818548E-06  5.40294441E-07

Figure 4-100. Fitting screen display for 4 cell global fit to the system A+B=C

Here (Figure 4-100) is an example of what the fitting screen looks like before convergence, after a few iterations,
when performing a 4 cell global fit to the system A+B=C:
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During the fitting process, the screen is updated every 10 seconds or each time a new minimum is reached.
SEDANAL will print at the bottom of the screen 7 lines of text: (1) column titles, (2) the initial guesses, (3-6) the
last 4 best minima, (7) the current guess being processed. The middle region of the screen displays 2 sets of three
plots for each cell. The screen above shows 4 cells. In the upper left panel, the first set of 3 plots is from the first
difference curve and the second set is from the last difference curve of the dataset. The intermediate difference
curves are not displayed; these can be found in the output file (with extension *.min). Within the window for each
cell are plotted (1) the difference data being fitted (red dots), (2) the best fit to that difference data (green line) and
(3) the residuals for the current best fit (blue dots).

After the fitting process, files are written that contain the data, the fit and the residuals. These files are named
“<control_filename_prefix>_ OnMin00m.txt” where "n" is the cell number and “m” is the sequence number
corresponding to the number of times that control file has been used to start a fit.

The first few lines of a “Min” file look like this:

fedanal v6.14.8909 x64 2014-12-5 2015-01-06 12:35:54 CPW-7
control file: C:\Sedanal‘\User_data‘\Myosinv_cCBD'\3comp-6.14-m-di-tri.abc 2015-01-06 12:35:54
Run 1 Minimum 3 Iteration 2

cell data file: c:\Sedanal\User_data\Myosinv_CBD\112503\17225320031125_-v5.01. abr

#*%* std dev = 5.1568286675930438E-003 Params: 3.9058793100983734E+004 7.7846811277466599E-001 9.3326679883548050E-002
6.7149280901115313E-003 2.6510978620094980E+000 3.9976541193779744E+000
5.5219066726371402E+000

Param codes: 4 1 7 101 7 102 7 103 30 1 30 2 30 3
# Radius delta-c(obs) delta-c(calc) DEV Radius delta-C(obs) delta-c(calc) DEV Radiu delta-C
300 5.96540 2.16808E-02 1.43009e-02 7.37997E-03 5.96540 1.23464E-02 7.86488E-03 4,.48154e-03 5.96540 6
301 5.96620 2.09711E-02 1.47110E-02 6.26003E-03 5.96620 8.48934E-03 8.09546€E-03 3.93877e-04 5.96620 1.
302 5.96690 1.85509e-02 1.50797e-02 3.47121e-03 5.96690 6.27854E-03 8.30293e-03 -2.02438e-03 5.96690 3.
303 5.96760 2.10810E-02 1.54514e-02 5.62961E-03 5.96760 6.90851E-03 8.51220E-03 -1.60369e-03 5.96760 2
304 5.96840 2.49410€E-02 1.58922e-02 9.04880E-03 5.96840 8.45549e-03 8.76077E-03 -3.05280E-04 5.96840 2
305 5.96910 2.22208e-02 1.62785E-02 5.94231e-03 5.96910 1.10585E-02 8.97865E-03 2.07983e-03 5.96910 5.
306 5.96990 1.98708E-02 1.67400E-02 3.13076E-03 5.96990 8.56546E-03 9 5.96990 9

.23938E-03 -6.73923e-04

The “Min” file header contains information about the fit. Most of the lines are self-explanatory.

The global root mean square deviation for the fit is labeled ’Std dev =" The fitted parameters corresponding to the
last minimum are listed after the word ’Params:” These will be labeled more clearly in a future version.

After the first two columns, “#” and “Radius”, the min file contains, in groups of three columns, the entire set of
difference curves from the experimental data, “delta-C(obs)”, as well as all the difference curves generated by the
fitting procedure, “delta-C(calc)” and then the deviations between the data and the fit for each difference curve,
“DEV”.

“#” is the point number

“Radius” is the radius

“delta-C(obs)” is the first difference curve from the experimental data,
“delta-C(calc)” is the first difference curve generated for the same times
“DEV” is the residual at that point for the first difference curve

From this point on, the last three columns are repeated for each difference curve:
delta-C(obs) delta-C(calc) DEV delta-C(obs) delta-C(calc) DEV ...etc...

These data can be imported into the plotting program of your choice.
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4.4.2.2 Screen Dumps

-7 x|
56:25
CLOSE
Exp
Calc
 Diff |

Figure 4-101. Screen Dumps

The screen can either be dumped directly to a printer at any time during the fitting process by right clicking on the
“Stop/Close” button (Figure 4-101): Doing so will cause a printer dialog window to open. The screen can be dumped
as a bit map to a file by shift-right-clicking on the Stop/Close button. This is done silently and no dialog window
will appear. The bit map will be found in a bmp file with same name and sequence number as the report file.

4.4.2.2.1 Toggling Plots During Fitting

-2 x|
56:25
CLOSE
Exp.
Calc
 Diff |

Figure 4-102 Toggling plots during fitting

As long we have this little picture (Figure 4-102) handy ... One can turn on or off any of the plots on the fitting
screen by clicking the little red, green or blue boxes sporting the text “Exp”, “Calc” or “Diff” corresponding to the
plot of the experimental data, the best fit, or the residuals, respectively.

4.4.2.2.2 Displaying the Residuals Bitmap

Residuals can be displayed in either grey scale or on a color scale by clicking on the "R" button on the
upper right hand corner of the fitting window (Figure 4-103):

CLOSE

Ex
co- Mo [m [z

Figure 4-103 Displaying residuals

v7.95 Page 91/179



The residuals window shows the difference between observed and calculated difference curves (the residuals). The
colors can be scaled either relative to the minimum and maximum values or to absolute minimum and maximum
user specified values by clicking on the "abs" button.

nth scan I 'y 0

IV Fill vert 5 I N W D rEw ’ | I| o
 Gray
@ Color

€ Custom

Figure 4-104 Residual plots

The plot in the residuals window has x = the radial point, y = the scan number, and the color = the residual value.

Only one cell is shown at a time. The range of x is the user-selected range to fit. The color mapping is determined
in one of three different ways, and scaled to the range of data, z, in the run:

Gray scale: intensity = 255 ((z — Zmin) / (Zmax—Zmin) ), SO Zmin gives black and zmax gives white.

Color: A 16-bit look-up table is used (65,535 colors) to convert p = 2'° ((z — Zmin) / (Zmax—2Zmin)) to a color. The
table is shown below. Again, zmin gives black and zmax gives white.

Custom: Same as color, but the look-up table is user-specified, read in from the file ResidualColors. txt.
The format of ResidualColors.txt is

// Optional comments
0000
1010
2100

65534
65535

Each line is p Red Green Blue, where the color values are an 8-bit intensity 0-255.

Horizontal and/or vertical scroll bars appear if the plot window is not large enough to accommodate the data
(current size is 930 radial points and 132 scan pairs). Clicking the scroll bar arrows moves one pixel (i.e. one
radial point or one scan pair), while clicking the bar outside the thumb moves half the size of the plot window.

The run to be shown is selected with a thumbwheel. Only a single run’s residuals are visible.
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Normally, every scan is displayed (one scan per row of pixels). This can be changed with the nth scan
thumbwheel to show only every n™ scan in adjacent rows.

4.4.2.3 Fitting to Sedimentation Equilibrium Data:

4.4.2.3.1 Loading the dataset - load equilibrium datasets before choosing the model

Open the control screen and click “New’ and set the path and create a new control file. Select one of the cell data
files. (Selecting a cell data file before a model is selected is not mandatory but is less confusing than the other
way around). Selecting the cell data file tells the Fitter whether this is SedEq or SedVel data and arranges the
Molecular Parameters boxes appropriately when the model is chosen (Figure 4-105).

m Control parameters for fitting run SedAnal v6.15.9307 x64 2015-1-15

Control file IE ¥
Compute T Skﬂetc‘jt"f‘{d file
7 -tin SE it eq data.abc it ight-click on a parameter and start fi

0 tin SE\fit eq data.abc Browsel ﬂ ’7 @ Standard deviation to have it held constant Developer

Madel ta be fitted =l Lest+]

" Sum of absolute deviations while fitting options...
Model editor | I Shiftcick ona
% p to set limits || | e [™ Use deleted paints | e Cancel |

Store control
Advanced | | F || Constant file only |

& Analyze data Molecul
" Simulate data Ean I ry I B Ioecu Ef 2 I D I E I F I G
Kinetic p iy
Keq ki ke Parameter 1 I | I I I I I
Reaction 1 | | | & P ter 2 | | | | | | |
P ter 3
Reaction 2 I | | I I I I I I I
Parameter 4 | | | I I | |
Reaction 3
e I I I Parameter 5 | | | | | | |
Reaction 4 | | | Parameter 6 | | | | | | |
Reaction 5 | | | Parameter 7 I I I I I I I
Reaction & | I I j A ter 8 I I I I I I I =
4 I I »
Loadi
Dat Cell data file M Descrinti I dat Meniscus,  Fit from Fit to Base o éngA?onc v offset [equi-
€k [right-click for cell menu) CEEAIE), ElE cm radius radius, cm of cell, cm g/l C librium fit only)
1 3 [5.33759 [6.61457 [6.63043 | [ B
2| =l | I | I | |
3 g | | | | | |
4] =l | | | | I |
5 =l | | | | | |
6l | | | | | | | [
7 g | | | | | [
8| = | [ | | | |
9 = | | | | | |
0] | | | | | | | | K
7| i3

Figure 4-105 The main control screen for the fitting preprocessed data
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4.4.2.3.2 Choose a model

Choose a cell data file first (Figure 4-106) and then choose a model (in this case for a single species) and now the
control screen changes to the appropriate sedimentation equilibrium model. (i.e. no window for s is shown under
Molecular parameters). The fitting screen reads the abr file to see whether this is a sedimentation velocity or an
equilibrium run before loading the model.

m Control parameters for fitting run SedAnal v6.15.9307 x64 2015-1-15 !ﬂ m
Control file Cr S— : St?jrelcokr}t_;ol fie
EEFMS EFNEETHEEERE - f-8 ight-click on a parameter and start fi
east actin SE\fit eq data.abc MI M ﬂ ’7 ((: gr;‘i?':b‘:i::?:c‘:;waﬁms to havz;till';ef:ﬁiﬁgonstant Developer
Model to be fitted |1 comp j ﬂl:l A Stare control
ml | Fit | Constant file only
Model editor | I Shift-click ona
parameter to set limits |ndefinite self-ass'h I™" Use deleted points Output files ... I Package...l Cancel |
@ Analyze data Molecular 1
& Sitoenn || 1SR P
N o I A
Wy K'Z;IIC P K o Molar mass [g/mole) I
;l Density increment |
Mass extinction coeff. I
- i
Il
Browse Loading conc
Dat Cell data file Deseroli I dat Meniscus,  Fit from Fitto Base of &, v offset [equi-
23 [right-click for cell menu) A, o et cm radius  radius, cm  of cell, cm a/l - librium fit only)
1 | BRI aS ~ | [B:veast actin Co_C [6.30893  [6.33759  [6.61457 663043 | [ -
2] =l I I I I I I
3 ] | I I I I I I
4] ] | I | I I I |
5] ] | I | | | I I
5l ] | | | | | | |
7] ] | I I I I I I
8| ] | I I I I I I
a | ] | I | I I I |
0] ] | I | | | I I =
I -

Figure 4-106. The main control screen for the fitting of preprocessed data for a sedimentation equilibrium
run.

For an A+B=C model the screen would change to (Figure 4-107). In addition to the molar mass, density increments,
extinction coefficients, an additional “local” cell parameter, y-offset, has been added to account for vertical offsets
in the data. It is absolutely necessary to include this parameter in fit of interference data since the fringe
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displacements are known only to within an arbitrary additive constant. Often it is necessary to include a y-offset to
fit absorbance data if there are buffer mismatches or optical system calibration issues.

m Control parameters for fitting run SedAnal v6.15.9307 x64 2015-1-15

Control fle Compute———————————————— Store control file
5011107 <t At C - Right-click on a parameter and start fit
20 022 Yeast achin 5 K
- = M M ﬂ © Standard deviation to have it held constant Developer
Last|VI

" Sum of absolute deviations while fitting options. ..
| = | 5 Store control
it onstant file only |
Model editor | I Shiftcick ona _ _Advarced.. |
parameter to set limits |ndefinite self-ass'n I™ Use deleted paints Output files ... I Package“.l Cancel |
& Analyze data "

Model ta be fitted

" Simulate data Ean I Y I B MIO Iecul;r 2
Klir:ac:ic parametel:sf K Molar mass [g/mole) | | |
A+B=C I I d Density increment | | |
Mass extinction coeff. | | |
| [ 2l
d
Cell data file o Meniscus,  Fit from Fitto Base Loadi?chonc Loadi?gAconc. ffset (equi-
Data [right-click for cell menu) Description, cell data em  radius radius, cm  of cell, cm OgIL‘ C Dg.-“L' J ﬁb?iusr:fitﬁt;;l]
1 |20111215_cell_1_CHB-Co_15Kp: ¥ | [B:YeastactinCo C: [630893 [6.33759 [6.61457 [663043 | | [ S
2| =l | | | | | | M
3 =l | | | | | | [
4] =l | | I | | | [
5 ] | | l | [ | | I
8l =l | | | | | | |
Al =l | | | | | | |
8| =l | | I | I I [
9| Kaj | | | | | | r
10] =l | | | | | | I
IT| |

Figure 4-107. The control screen for the fitting an equilibrium run for the model A + B =C.
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4.4.2.3.3 Enter initial guesses and other parameters

After filling in guesses for the parameters for a single species fit, the screen looks like the one below (Figure
4-108).

m Control parameters for fitting run SedAnal v6.15.9307 x64 2015-1-15

Control file E] )
Compute e St?jre conrt_rol file
D - 88 ight-click on a parameter and start fit
|2EII 11022 Yeast actin SE\fit eq data.abc Blowsel Newl BI ’> ¢ Standard deviation e et

. Al Developer
" Sum of absolute deviations while fitting Dp[iong?_

Model to be fitted |1 comp E] I | Store control |
Fit Constant file only
Model editor | I Shift-click ona MI
parameter to set limits |ndefinite self-ass' .. I™ Use deleted paints Output files ... I F‘ackage,ul Cancel |

& Analyze data

) Eqn Molecular p
" Simulate data I—
A
Kinetic p Molar mass [g/mole] |43IJEIL'I
Keq kf kr
_‘.I Density increment 0.269
% Mass extinction coeff. I3A29
I ~ =
Browse Loading conc

Dat Cell data file Desciinti I dat. Meniscus,  Fit from Fit to Base of A, v offset [equi-
L [right-click for cell menu) SECIRIONTEce radius  radius, cm  of cell, cm a/l - librium fit only)

1 R RN RERS ~ | [BveastactinCo € [6.30833 [6.33759  [661457 [663043 [ o =
2| =l | | | | | I
3 = I | I I I I
) =l | | | I I |
5| =l | | | | | I
6| =l I | | | I I
7| =l | | | I | I
8 =l | | | | | I
a =l | | | | I I
10] =l | | | | | I £

K| =

Figure 4-108. The main control screen for the fitting of preprocessed data for a sedimentation equilibrium
run. Here we will float the molar mass, the loading concentration and the y-offset.
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4.4.2.3.4 Start the fit
Now, after pressing “Store ... and start fit”, we get to the following fitting screen at convergence (Figure 4-109).

Simplex iteration 177 Fiting original input

Fitting started 2004-06-05 12:43:27 SONY-VAID Control file: D:\Sedénal\User_data\20031003-dip\1_cell_1_species.abc
Relstd dev = 0.0000000E+00 Toexit="1.0000000E-09

Ldo1(a) |_voo1

[ mwi(a)

Tter | std dev
init 5.16550843E-01
1.66222918E-02

175 +13301313E+04
1

1 1
2.88265545E-05  4,62355552E-02
2. 4

173 1

1
1

For a multi-cell fit of a 3 component model to 3 datasets spanning 3 loading concentrations at one speed we

might see (Figure 4-110).

Simplex iteration 2493

U Sedanal, sedimentation analysis software by Peter Sherwood & Walter Stafford, Boston Biomedical Research Inst., Watertown

Fitting started 2004-06-05 22:35:32 SONY-AI0  Control file: D:\Sedanal\User_data\20040314 nobody\Fit 3 comp -3cells-testing. abe
Relstddev = 9.8329641E-07 Toexit= 1.0000000E-06

Figure 4-109. Final fit to equilibrium data after convergence.

Fitting ariginal input
{

[ mw(a) [ tw(e) [ mw(c) ) [ Ldoterm) T Ldon(cja) | Ldoz(a) [ Ldoz(eim) |
3.74942000E+03 5.62413000E+03 1 1 1 1 1
5.27102822E+03  1.74351296E-04 2.77308041E-02 8.22017263E-08  7.95363729E-05  1.34411246E-01
1.74341289E-04 2.77607650E-02 5.00872171E-08 7.9536377SE-05  1.34422138E-01
2. 9,88661533E- 05 1
6.1610. 05 1 1

1.55027124E-07  7.95341863E-05  1.34459042E-01

init

Iter | Std dev.
1.87801572E-01

4.28000786E-03
4.28000689E-03

1.87471000E+03
4.07574344E+03
5.27126718E+03

0E+03 1.
2.77746827E-02

2.69715976E+03
1.
1.74347844E-04
1

2.69720715E+03
72E+03
S0E+03 4

4.07539046E+

4.07560848E+03
4 1690E-+0:

S,
+03
5.27363933E+03

03

30
2.69709731E+0:

Page 97/179

=
Figure 4-110. Three-cell global fit to sedimentation equilibrium data
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4.4.2.3.5 Global fit to a dilution series with linked cells

Global fit to 9 datasets from a run at 3 speeds and 3 loading concentrations to the Model A+B=C:

The control screen was set up as follows with linked cells (note colored bars on the left side) and, since this is a
dilution series, with fixed molar ratios of [B]o/[A]o

m Control parameters for fitting run SedAnal ¥3.61 5/25/04 = |ﬁ' 5'
Control file Compuie === Debugaing output Store control file
[20031003 Dip Trl-T2\globalt-2-separaterinkedv361-5D_ [Browse] New| B { ; Standard deviation KA i T F [natin use] and start fit
Sum of absolute deviations while fitting [not in use]
N Last| i
Model to be fitted | 4+B=C | _|_| B (oo Store control
N il

§ — I Shift-click on a
Maximum iterations ISSSS . I
parameter to set limits lilat i i Output files ... Cancel

@+ Analyze data Molecular p .
" Simulate data
- oA e e
inetic p.
Keq kf ke Molecular weight [7077 |a3a7 [16074
A+B=C 475523 | | | Density increment [o:254 [o.2s |0.251761
Mass extinction coeff.
AL CELLS 2 I3 s
4 o 2
Cell data fi Meni Fith Fitt B Loading conc  Loading conc fset (ecui
€l data file F eniscus,  Fit from itto ase of &, ratio B/A v offset [equi-
Data [right-click to select scans) Description; celldata cm radius radius, cm  of cell, cm mol/L libriumn fit only)
1 |20031003_017_Ra1.abr5/20/0: 7| [Tl HR + TnT22H  [6.638683 [6.664926 [7.064503 [7.193180 [1.90764e5  [1.89935 |EZEE |
2 |20031003_027_Rat.abr4/12/04 7| [Tl HR + TnT22H  [6.636314 [6.656657 [7.048257 [7.199133 [1.90764e5  [1.83935 [0.0303364
3 |20031003_50K_Ra1.abr5/20/04 7| [Tl HR + TnT22H  [6.639553 [6.683629 [7.098114 [7.197286 [1.90764e5  [1.89935 [o.0256531
|20031003_017_R&2.abr 4/12/04 7| [Tl HR + TnT22H  [6.630208 [6.653862 [7.109607 [7.197539 [1.09423¢5 [1.83935 [0.0223354
[20031003_027_Ra2.abr 4/12/04 7| [Tl HR + TnT22H | [6:630229 [6.648029 [7.132867 [7.198981 [1.09423e6 [1.89935 -0.0008711
|20031003_50K_Ra2.abr 4/12/04 x| [Tl HR + TnT22H ~ [6.633808 [6.643952 [7.136001 |7.200881 [1.09423¢5  [1.83935 [0.02388856
7 |20031003_0m17_Ra3.abr5/20/0 7| [T HR + TnT22H  [6.604667 [6.676624 [7.116836 [7.199733 |[5.05042e6 [1.83935 [7.75912¢ 5
g |20031003_027_Ra3.abr 4/12/04 7| [Tl HR + TnT22H  [6.597244 [6.653397 [7.123886 [7.199606 [5.05042e6  [1.83935 [-0.0102261
g [20031003_50K_Ra3.abr 4/12/04 x| [Tl HR + TnT2:2H  [6601434 [6642915 [7.114450 [7.196259 [5.05042e6  [1.89935 [-0.0009884
0] = I l I I I I [ I
K| =

Figure 4-111. The main control screen for the fitting preprocessed data for sedimentation equilibrium run.

This constrained fit (i.e. requiring the cell loading concentration to be the same for the same cell at different
speeds) resulted in a fairly good fit but having some systematic errors in a few of the datasets.
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m SedAnal, sedimentation analysis software by Peter Sherwood & Walter Stafford, Boston Biomedical Research Inst., Watertown MA, US =18 x|

Fitting started 2004-06-06 07:38:50 SONY-AI0 Control file: D:\Sedanal\User_data\20031003 Dip Tnl-T2\globalfit-2-separate-inked-v361-SDEY.abc 2004-06-05 23:.06:17
Simplex iteration 714 Fitting original input Relstd dev = 0.0000000E+00 Toexit= 1.0000000E-08 CLOSE
Newton-R aphson iteration is being used to solve the chemical equilibria .
Diff
: / ]
/ J
{ f
/ [
{ |
/ ! {
¢ f
¢ {
/ , /
i {
e ¥ &
) L P P

.M‘t)"‘
TR R T S e

e RN

Tter | Std dev | Keq(1) | Ldoaga) | Ld(Bia) | Ldo4(a) | Ldo(a) | voo1 | vooz | von3 | vone [
int  1.76626020E-02  4.60340000E+05  1.91723000E-05  1.88789000E+00  1.09932000E-05  5.07840000E-06  3.25794000E-02 2.92481000E-02 2.73693000E-02  2.16147000E-02
705 1.7660S014E-02 4,42597419E+05  1,92284600E-05 1.88132413E+00 1.10197778E-05 S5.09048792E-06 3.26282818E-02 2.87946879E-02 2.72598108E-02 2.17062993E-02
701 1.76605013E-02  4.43014029E+05 1.92275766E-05 1.85142148E+00 1.10191954E-05 5.09058849E-06 3.26319860E-02 2.88051829E-02 2.72612449E-02  2.16989888E-02
706 1.76605012E-02  4.42725981E+05  1.92278373E-05  1.88138751E+00  1.10196390E-05  5.09046572E-06  3.26250137E-02  2.87931SSSE-02  2.72548769E-02  2.16974989E-02

1.76605011E-02 4,42751159E+05 1. 8E-05 7 1.10195945E-05  5.09056351E-06 67! 2 -02 174
curr 4.42794683E+05  1,92288397E-05  1,88132740E+00  1.10197800E-05 _ 5.09050810E-06  3.26221974E-02  2.87921678E-02  2.72556635E-02  2.17113329E-02

Figure 4-112 Fitting with linked cells

4.4.2.4 Since the molar masses and density increments are known for the two components, only the
loading concentrations, y—offsets and global equilibrium constant were fit.

4.4.2.4.1 Global fit with un-linked cells

Now, not linking the cells (i.e. not linking the cell loading concentrations) gives a better fit. This because the cell
loading concentration depends quite strongly on having estimated the correct position of the base of the cell. In
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this fit we are still holding the molar ratio of the loading concentrations of B/A to be the same for all cells with the

overall value allowed to float

m Control parameters for fitting run SedAnal ¥3.61 5/25/04

Control file

Compute
|l20031 003 Dip Tnl-T2\globalfit-2-separate-float ratio-+3.61. Browsel Newl H ’(

Modelto be fited [4+B=C =l

- . Debugging output
e i thht-cllclf on a parameter .
Standard deviation to have it held constant I [notin use]
% Sum of absolute deviations while fitting ™ [notin use]

I~ [notin use]

Advanced...l I Fit I Constant

. P I Shift-click on a
Maximum iterations |9999 .
parameter to setlimits. | e st 2o | Output files ... I

=181 x|

Store control file
and start fit
Store control
file only

Cancel I

{fi Analyze data Molecular p
Simulate data
C
r— AT e
Keq kf kr Molecular weight |7|:|77 |3997 |1 5074
A+B=C |B,25958e6 I I d Density increment ||1254 |l125 |0.2517B1
Mass extinction coeff.
AL CELLS 2 J2 s
4 ol |
Cell data il Meni Fith Fitt B Loading conc  Loading conc fset fequi
ell data file . eniscus,  Fit from itto ase fA, tio B4  offset [equi-
e [right-click to select scans) R a2 I cm radius  radius, cm  of cell, cm ;oI/L e librium fit only)
1 |20031003_017_RA1.abr 5/20/0: 7| [TnlHR + TnT2-2H ~ [6.638683 [6.664926 [7.064503 [7.193180 [1.34195e5 253621 [oooiezs01 =]
2 |20031003_027_Rat.abr4/12/04 7| [Tl HR + TnT2-2H  [6.636314 [6.656657 [7.048257 [7.199133 [156447e5 253621 [0.00441573
3 [20031003_50k_Rat.abr6/20/04 x| [TnlHR + TnT2-2H  [6639553 [6.683629 [7.098114 [7.197286 [1.25418e5  [259621 [0.0240236
4 [20031003_017_Ra2abr 4/12/04 | [TrlHR + TnT2-2H  [6630208 [6.653882 [7.109607 [7.197533 [7.9848%6  [253621 [0.0137364
5 [20031003_027_Ra2.abr 4/12/04 x| [Tl HR + TnT2:2H  [6630229 [6648029 [7.132867 [7.198981 [8.47388e6 [259621 [0.00244543
g | 20031003 50K_Ra2.abr 4/12/04 7| [Tl HR + TnT2-2H ~ [6.633808 [6.649952 [7.136001 [7.200581 [834117e6 253621 [o.ossast
7 |20031003_0017_Ra3.abr5/20/0 x| [TnlHR + TnT2:2H  [6.604667 [6676624 [7.116836 [7.199799 [394483e6 259621 0.00089428
g |20031003_027_RA3.abr 4/12/04 7| [Tl HR + TnT2-2H  [6.597244 [6.653397 [7.123886 [7.199606 [399196e6  [259621 [-0.0003424
g 20031003 50K_Ra3.abr 4712/04 7| [TnlHR + TnT2:2H  [6.60143¢4 [6642915 [7.114450 [7.198259 [366281e6  [253621 0.00267956
0] = I | | | | | [ Ef

K |

I |

Figure 4-113. The main control screen for the fitting preprocessed data for sedimentation equilibrium run.
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Simplex iteration 2803

Fitting original input

m SedAnal, sedimentation analysis software by Peter Sherwood & Walter Stafford, Boston Biomedical Research Inst., Watertown
Fitting started 2004-06-05 23:15:53 SONYAIO Control file: D:\Sedanal\User_data\20031003 Dip Tnl-T2\globalfit-2-separate-float ratio-+3.61.abc

Rel sum abs dev = 0.0000000E+00 Toexit=1.0000000E-20

Newton-R aphson iteration is being used to solve the chemical equilibria

2004-06-05 23:15:53

ot Mot St g i

Iter | Abs dev I

Keq(1)

LdO1{A)

| Ld(fa) I

Ldo2(a)

Ld03(a)

Ld04(a) [

Ldos(A) [

Ld06(A)

LdO7{A)

1.34921215€-02
1.32280778E-02
1.32280776E-02
1.32280776E-02

6.25966000E+06
6.783458100E+06
6.78325722E+06
6.78362862E+06

6.78327375E+06

1.34195000E-05
1.44118258E-05
1.44116243E-05
1.44119362E-05

1.44118109E-05

2.59621000E+00
2,45728239E+00
2,45731025E+00
2,45726625E+00

2,45728081E+00

1.56447000E-05
1.64277400E-05
1.64275920E-05
1.64278263E-05

&
qAL

1.64277506E

1.25418000E-05
1.33969751E-05
1.33967628E-05
1,33970716E-05

1.33969589E-05

7.98489000E-06
§.38865340E-06
§.38854398E-06
§.38873237E-06

8.38861472E-06

§.47388000E-06
8.86069120E-06
§.86061507E-06
§.56073411E-06

c|

8.86068905E-06

§.34117000E-06
8.86051629E-06
§.86040975E-06
§.56061442E-06

6

8.86056366E-0

3.94463000E-06
4.12743084E-06
4.12738192E-06
4.12748551E-06
4, =

6
4.12744867E-06

Figure 4-114. Fit with unlinked cells.

Returning to the case of linked cells but allowing the radius of the base of each cell to be a fitting parameter: we

get a better linked-cell fit than the first one but still not as good letting all the loading concentrations float.

Data

W oading conc  Loading conc

=l

10|

—

[righl-clgﬁ"l:a::!glcel scans) el Me?:if:m Frg:l'lzsm radfuillst,oc of cell, cm st rato B/
1 |20031003_-017_RA1.abr 5/20/0 x| |TnlHR + TnT2.2H ~ [6.469880 |6.664326 : |7.220980 [Teresz
2 |20031003_027_Rat.abr 4/12/04 x| |TniHR + TnT2.2H  [6.441330 |[6.656657 |7.238500 EEZEE
3 |20031003_50K_Ra1.abr 6/20/04 x| |TriHR + TnT2:2H ~ [6.324220 6683629 |7.217820 |1.87892
|20031003_017_Ra2.abr 4/12/04 x| [TrlHR + TnT2.2H 6630210 [6.653862 |7.202640 [1.103265 [1.87892
|20031003_027_RA2.abr 4/12/04 7| |TniHR +TnT2.2H  [6.630230 |6.648029 |7.202210  [1.10326%5  [1.87892
|20031003_50K_Ra2.abr 4/12/04 x| |TnIHR +TnT2.2H ~ [6.633810 6643952 [7.138350 [1.10326K5  [1.87832
7 |20031003_0017_Ra3.abr 5/20/0 x| |TriHR + TnT2-2H  [6.604670 [6.676624 |7.200400 [510737#6 [1.87892
g |20031003_027_Ra3.abr 4/12/04 7| [Tl HR + TnT22H  [6537240 |6.653397 |7.196070 |1.87892
g |20031003_50K_Ra3.abr 4/12/04 7| [TnlHR + TnT22H  [B601430 [6.642915 |7,114 0 [7.198580 |1.87892

—

Figure 4-115 Fitting for the base radius
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SedAnal, sedimentation analysis software by Peter Sherwood & Walter Stafford, Boston Biomedical Research Inst., Watertown

Fitting started 2004-06-06 07:49:33 SONYAIO Control file: D:\Sedanal\User_data\20031003 Dip Tnl-T2\globalfit-2-separate-inked-v361-Rbase.abc 2004-06-06 7:49:32
Simplex iteration 3991 Fitting original input Relstddev = 0.0000000E+00 Toexit= 1.0000000E-08 CLOSE

Newton-R aphson iteration is being used to solve the chemical equilibria

P
R SRS R LI e

B

Tter | Stddev | keq(1) [ Ldoi(a) [ Ldeia) | Ldo4(a) | Ldoz(a) | Basot | Basoz | Baso3 | Baso4

init 175744303602  4.54466000E+05 1.92576000E-05 1.87892000E+00 1.10326000E-05 5.10737000E-06 7.22098000E+00 7.23860000E+00  7.21762000E+00  7.20264000E+0)

< 1.69704895E-02 4.55608042E+05  2.10237967E-05 1.92271457E+00 1.30368716E-05 S5.85383593E-06  7.23089058E+00 7.25652331E+00 7.22322083E+00 7.21733268E+0)

3.. 1.69704893E-02 4.55606933E+05 2.10214416E-05 1.92275765E+00 1.303377336-05 5.8526517SE-06 7.23088405E+00  7.25650708E+00 7.22321753E+00  7.21731546E+0)

704303E-02  4,55608685E-+05  2.10232893E-05  1,92277239E-+00 5,853542426-06  7.23089219E+00 652430E-+00  7.22322122E+00  7.21732994E+0)
)|

.22321679E+0 7.21732643E

.S5608878E+05  2.10231236E-05

1.92267648E+00 |

Figure 4-116 Fitting for Ry. with linked cells

Since a better fit was obtained without linking the cells, it may be that some material had pelleted or gelled at the
bottom at the higher speeds.

Allowing separate ratios of B/A for each cell gives an even better fit in the unlinked case.
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m SedAnal, sedimentation analysis software by Peter Sherwood & Walter Stafford, Boston Biomedical Research Inst., Watertown MA, US =18 x|

Fitting started 2004-06-06 08:04:24 SONYAIO0 Control file: D:\Sedanal\User_data\20031003 Dip Tnl-T2\globalfit-2-separate-float all ratios-v3.61.abc 2004-06-06 8:04:23
Simplex iteration 5311 Fitting original input Rel sum abs dev = 0.0000000E+00 Toexit= 1.0000000E-20 CLOSE
Newton-R aphson iteration is being used to solve the chemical equilibria I

Diff

/ i
/ i
J,»"M ’.’{:.
" e i
SN e SN i e RS R D it s o
Tter | Abs dev | Keq(1) | Ldoaga) | Ldoi(eya) | Ldoz(a) | Ldoz(e/a) | Ldoa(a) | Ldoa(eya) | Ldoa(a) | Ldo4(Ba)
int  1.32280933E-02  6.78359000E+06  1.44117000E-05 2.45730000E+00  1.64277000E-05  2,45730000E+00 1.33960000E-05 2.45730000E+00 8.38864000E-06  2.45730000E+0
Dine 1.24240707E-02 4,86689577E+06  1.15027482E-05 3.05849006E+00 1.68649438E-05 2.38240738E+00 1.31091631E-05 2.50380513E+4+00 §,22955236E-06  2.50831534E+0
S. 1.24240706E-02  4.86693322E406 1.15030326E-05 3.05842062E+00 1.68651179E-05 2,38237379E+00 1,31089308E-05 2.50381253E+00 8.22953271E-06  2.50830757E+0
4866637 1.68651954E-05 1,31089519E-05 E+00 E-06

3.05853761E+00

2.503812621
161E+00 S44E-05 00E+00 9E-05 2

1.24240706E-02 §.22951891

1.242406!

Figure 4-117. Allowing the ratio B/A to vary

Note that although this fit is better, the equilibrium constant found in this case is about 1 order of magnitude higher
than that value found with the more constrained fits.

4.4.2.5 Global Fitting of Multi-wavelength Data

The large, 4-dimensional, MWL datasets can be fit directly if you supply the extinction spectra for each of
the components in the mixture. After loading an abr file that was written by the PreProcessor, a model can
be selected, and parameter guesses entered as usual. The extinction spectra files, and wavelengths to be
used for fitting, must be specified by right-clicking on the abr filename window and selecting “Extinction
Coeff file” from the drop-down list:

| 20151019_104406_Mb+BSA abr v ' Iteeenoe———leony
— Select scans to fit

| 2 Weights for this cell
| i Extinction coeff file

The following window appears that allows you to browse to choose the path to the extinction coefficient
files to be used.
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T AR " " I Y R Y i

Extinction coefficient files for cell 1 £

Cance

A ||:: SSEDAMAL zer_datahohannes Walter\BSA_BLGNBLG_spectrum_20147230 txt

B IC: CSEDAMALNM] zer_data‘Johannes_walter\BSA_BLGMBSA_ spectrum_20141230 kst

j
2 LH

C C |C: CSEDAMALN] zer_data‘Johannes W alter\BS4,_BLGWBSA_ spectrum_201471230.txt

Figure 4-118 Select paths to the extinction coefficient spectra

Wavelengths to be used for fitting are selected by clicking on the intersections in the wavelength selection
window:

Select wavelengths to be fitted |@

Intersection at M represents all wavelengths M <= w < N+1 nm.

Click on an intersection to toggle.

Right-click on an intersection to access non-integer wavelengths.

Mo intersection means the conesponding wavelength wags not in the data.

0001 0203040506070803101112131415161718192021 222324

175

200

225

50 99000000 00000000000000000
200 20000 e

425 90000000000 880000000000 00
450
475
500
525
550
575
£00
625
£50
675
700
725
750
775
500
825
850
&75
500

Clear all | Select all| [~ E;};:l

Figure 4-119. Select wavelengths to be used in the fit
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E Control parameters for fitting run  SedAnal
Control file
Compute | Intersection at N represents all wavelengths N <= w < N+1 nm.
[Cell7 MB + BSA\3comp_MwL_6.23_all Wls.abe Browse| New| B| | # Standard deviation Ll 2zl s Click on an intersection to toggle. )
. to have it held constant Develop Right-click on an intersection to access non-integer wavelenaths.
" Last | v} " Sum of absolute deviations while fiting options... No intersection means the conesponding wavelength was not in the data.
Model to be fitted |3 comp LI [— l— —]
Fit Constant 00010203040506070809101112131415161718192021222324
Number of points between Model editor Shift-click on a MI
meniscus and base of cell 1300 I parameter to setlimits | oco oo [™ Use deleted paints Output fle 12;3
Molecular 225
A e e 20 $
275
S y Molar mass (o/mole)  [E6000 | [140007 | [f32000 300
2| | | Sedmentationcoeff. (5) [474185  [1.78006  [5:57244 ggg 444
Density increment Jo27 Jo27 [027
Mass extinction coeff. |1 |1 |1
e
Extinction coefficient files for cell 1
A ID: ASEDAMALNU ser_data\Frank Krause\28964\Cells BSANBSA_measured_spectrum_cropped.txt
B IC: CSEDAMALAU ser_data\Frank Krause'28365\Celll Mb\Mb_measured_spectrum_cropped.tst
c © IC:\SEDANAL\Usel_dala\Frank Krause\28964Cells BSANBSA_measured_spectrum_cropped.txt
Data (i o
(right-cli L e ] 750
1 [20151019_104406_Mb+BSA.abr v | [Mb+BSA [pos317  [613805 [posnss [712838  [1.20548 0.35542 0.138683 775
800
2| 5] I I I I I | I P
- 850
3 =l | — — — | | o
4] S||] I I I I I [ I 900
5 =l | I I I I I I
One at
Clear all | Selectall| [~ Anim
‘| g et | | T =
7| =l | I I I I | I
8 = I I I I I | I
9 EI | f I I I I I
10] = I I I I I I I El
7| |

When we start the fit, we see a curve corresponding to the lowest wavelength (in this case 250.1 nm)

J 4 SedAnal  v6.20.11349 x64 x64 2015-10-29

Fitting started 2015-10-30 17:24:51 WIN7-64BIT  Control file: CASEDANAL\User_data\Frank Krauseh2896\Cell7 MB + BSAN3comp_MwL_B.29_all Wls.abc

20151030 17:24:51

Levenberg Marquardt iteration 11

Fiting original input

Jacobian col 6 of 6

ClavSim started 2015-10-30 17:32:06.020 Run1Scan 10 11271.05sec Start 17:3210 100t= 1123853

dt= 5650085

Steps this dt=12 Retried/s=0/0

Na chemical reactions or equilibria to solve

B nErE0on

Mb-+BSA 2015-10-19 10:44:06
0.26

0.24

0.22

25 52 525 53 535 54 545 55 555 33 3 57

250.1 nm|

Ld01(C) [
1.38683000E-01
1386829806 01
1386829806 01
138682980601

Ld01(&) I
1.20546000E-+00
1.20546007E-+00
1.20546007E-+00
1.20546007E-+00

lter | Std dev SfA) [sE) S0 |
it 1387346BBE-02  414186000E+00 1.78006000E+00 5 97244000E +00
7 1.38734688E02  414195999E+00 1.78005399E+00  5.97244048E+00
8 1.38734688E02 414195999400 1.78005939E+00  5.97244048E+00
138734668602 414165999E 400 1.78005999E+00  5.97244048E+00
1,38734668E 02 5372440486400

Ld0ife]
3 55420000E-01
3.55420002E01
355420002E-01

For monitoring the fitting process, any particular wavelength can be displayed by clicking on the wavelength,
"lambda", button in the upper right corner of the screen and clicking on the wavelength matrix at the desired
intersection. All the wavelengths selected on the control screen are used in the global fitting procedure.

v7.95 Page 105/179



STOP

0| 3| F R 3|

E SedAnal  v6.29.11349 x64 x64 2015-10-29

Fitting started 201510-30 17:53:50 WIN7-64BIT Control file: C:ASEDANAL\User_data\Frank Krause\28965Cell7 MB + BSAM3comp_Mwl_6.29_allw/lLs_ NO_ERROR_EST.abc  2015-10-30 17:53:50
Levenberg-Marquardt iteration 11 Fitting ariginal input Jacabian col 6 of 6 CLOSE
ClavSim started 2015-10-30 18:00:08.703 Run1Scan 10 11271.05sec Start 18:00:12 100t= 1123853  di= 5650085  Steps this di=12 Retried/s=0/0

No chemical i ilibria to sok
o chicd eacions or squlb o sohe . [ ]] =]

iff

Mb+BSA 2015-10-1010:44:06 338.2 nmj

AR Select wavelengths to be plotted
.26 PO

Irtersection at N represents all wavelengths N <= w < N+ nm.
Ciick on an intersection to toggle.

Right-click on an intersection to access nonvinteger wavelengths.
Naintersection means the cartesponding wavelength was nat n the data.

01234567889

P—
ﬂ b . . . - . -
. . .
92 . . . AT R .o * d ..
- . " e o B B Y et W e v
.. SR 0T, He T2

.
* . o » . - A4 et @

. . o 0% -~ o o o, AR \g

1o "0 0 29T 0, 0 W TN e (e 13 ~d (LR X APV AR AR 5¢) .‘:% AR .':o.’, | Rt
Ad . " ”. . L] |
o e o ey e Tl T T T e e
o Rt A R L P . RO N 2 I
. . o A
.
L4
0

- . X
. , o e e 450 -~
I

. . o ]

-
RN
. - . o

015 £2 625 63 635 64 £45 66! 665 66! 666 67 676 68! 636 69 695

Iter | Std dev s S[B) s(C) [ Ldoa) [ Ldoie) [ Ldmig T -
init 1.38734668E-02 414185000 +00 1.7B006000E +00 5.37244000E 400 1.20545000E +00 3,55420000€-01 1.38683000E-01
7 1.38734668E-02 414185999 +00 178005999 +00 5.97244048E 400 1.20548007E +00 355420002601 1.38682380€-01 E
8 1.38734668E 02 414185999 400 1.7B005939E +00 5.97244048E 400 1.20545007E +00 3,55420002E-01 1.38682980€-01
1.38734668E-02 414185999 +00 1.78005939E +00 5.97244048E 400 120548007 +00 g
1.33 E-02 414185339 +00 1.78005339E +00 5.3724404BE +00 1.20545007E +00

414185399F +00 1.73005999E +00. 5 97244048F 00 1.20546007F <00

Figure 4-120 Select wavelength whose residuals are to be displayed

4.4.2.6 Fitting Multiwavelength Data at a Single Wavelength
Regarding the Extinction Coefficient file:
Weight extinction coefficients are adjusted to the 1.2 cm path--or whatever path, like 3mm, that you used.

We will be adding the ability to specify pathlength and using the standard units for mass extinction
coefficient of L-g'-cm™!
The file can be named anything you want with ".txt" extension

The spectrum files can be stored anywhere you want. It is convenient to store them in a folder one level up from
the data folders in case I need them for other experiments on the same material.

To load the spectrum file, right-click on the cell data file window in the Fitter to reveal the dropdown menu:
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. Browse .
Cell data file Meniscus,

[right-click for cell menu) Description, cell data cm

| |20170921_RI2_ref_v6.82.abr ;' rvenoevm o leeesg
= Select scans to fit

2 I ~ Weights for this cell

3 I Synthetic boundary...
Extinction coeff file

! I n Preprocess this cell

i | ~I1 I

Data

In the dropdown window, click on "Extinction coeff file" and then click on the "..." button to browse for the file.

(|

Extinction coefficient files for cell 1

Use the same extinction
r coefficient files as for cell 0 Cancell
C E
|Browsel CUdUIng Core

My extinction coefficient files are in the “spectra” folder in this example: like so

FIT 10/23/2018 2217 PM  File fol
spectra 10/3/2017 11:06 AM  File fol
D SedAnalSessionFileD0.txt 10/3/2017 3:12PM  Text D¢
=] SedAnalSessionFile01.txt 10/3/2017 413 PM  Text D«
D SedAnalSessionFileD2.txt 10/4/2017 430PM  TextD¢ |
=] SedAnalSessionFile03.txt 10/4/2017 5:48 PM  Text D«
D SedAnalSessionFileD4.txt 10/4/2017 6:36 PM  TextD¢ |~
D SedAnalSessionFileD5.txt 10/5/2017 215PM  Text D¢
= SedAnalSessionFile06.txt 10/10/2017 10:19P  Text D¢
=] SedAnalSessionFile07.txt 10/11/2017 2252 PM  Text Dc v
< >
File name: I Ll Open
Files of type: | Text files (* txt) v Cancel |

v7.95 Page 107/179



J Extinction coefficient file X

Look in: I spectra j @ 7 ? [
* Name « |V| Date modified lvl Type
) =] dsDNA_spectrum.txt 9/14/2017 3:39PM  Text Docu
Quickaccess 5] protein_spectrum.bxt 9/14/20173:38PM  Text Docu
Desktop
m
Libraries
This PC
Net\_lvork
< >
File name: Itxt j Open
Files of type: IText files (" txt) L' Cancel |

Select the file you want and click "open":

Extinction coefficient files for cell 1

I Cancell
A [],

P TP

A spectrum file can look like this:
Spectra output from dc/dt File version 1

Peak 1 (0.4798-0.7797)

Input file: C:\SEDANAL\User data Optima AUC\20170905.abr
WL, nm
220.0 0.0593433
260.0 0.0326965
280.0 0.0632744

Area

The important part is the two columns of numbers, wavelength and extinction coefficient; all other text is
ignored (This particular file is spectral output directly from DCDT/WDA i.e. it hasn't been converted to actual
extinction coefficients yet; it needs to normalized at some wavelength at which the extinction coefficient is
known, and multiplied by 1.2 cm or other pathlength like 0.3 cm). We will be adding the ability to specify
pathlength and using the standard units for mass extinction coefficient of L-g!-cm™!

For single wavelength, it would look like
WL, nm abs
280.0 1.200
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L.e. only one wavelength need be entered into the file.

If you have done the experiment at, say, 280 nm but have only extinction coefficient values at, say, 279 nm and
282nm, SEDANAL will interpolate to get the value you need at 280 nm. Therefore, the entries in the file do not
have to correspond exactly to the wavelengths being fitted.

SEDANAL will obtain the value at 280 nm by interpolating the value from these data:
(or you can do it yourself)

WL, nm abs
279.0 1.210
281.0 1.230

However, with only one or a few wavelengths, exact values are relatively easy to generate.

You must select the wavelengths at which you want to fit:

Select wavelengths to be fitted

at N represents all N <=w <N+1nm.
Click on an intersection to toggle., or drag around multiple intersections.
Right-click on an intersection to access non-integer wavelengths.
Noii the was not

0123456789

Clearal | Selectal| [~ One2t

In this particular example, that sample had only two wavelengths, 260 nm and 280 nm, and was to be used to
analyze a mixture of protein and RNA at 260 and 280 nm. To fit the pure protein in this cell, only 280 nm is
selected.

4.4.2.7 Error Analysis: Boot-strap with Replacement, Monte Carlo and F-statistics

4.4.2.7.1 Error Estimation: Parameter standard deviations.
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4.4.2.7.1.1 Bootstrap with replacement

SEDANAL will carry out a specified number of so called “boot-strap with replacement” or fitting operations to
estimate the standard deviations of the estimates of the fitted parameter values. Essentially the way it works is that
the original data, consisting of N data points, are randomly sampled, with replacement, N times to produce a new
dataset that is then fit using the best fit parameters values as the starting guesses. Each fit is carried out until
convergence is reached and the new fitted parameters are written into a table. After a specified number of boot-
strap fits, the standard deviation of each parameter is computed. In the case of SEDANAL, for which the fitting
times can be very long, it is practical to carry out only a limited number of boot-strap fits. Ideally one would prefer
to repeat the boot-strap operation 500 to 1000 times and generate a distribution function for each parameter from
which true confidence limits can be computed. However, it is feasible to carry out only a limited number of boot-
strap fits and so an abbreviated boot-strap procedure has been implemented to compute only the standard
deviation of each parameter. The ability to compute a standard deviation from a smaller number of samples of a
potentially non-normal distribution relies on the Central Limit Theorem which basically states that the distribution
of repeated estimates of the parameters will be normally distributed no matter what the shape of the actual
distribution of the parameters. This will be an approximation that will give one a reasonably good idea of the
degree to which any given parameter is determined by the data being fitted.

To specify the number of boot-strap operations to be performed, one enters the number in the boot-
Advanced ... I strap tab under the Advanced button of the Control Screen (Figure 4-121).
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Advanced parameters x|

Error estimation control I Claverie control | Kinetics/equilibrium control | Fitting | Simulating |

" No eror estimation

* Bootstrap with replacement [random subsets)

|1 0
" Monte Carlo [hoise added to simulated best fit) Number of additional

: : - fits to be done
Woise standard deviation II_I

" Calculate F-statistics

I awimunm tries
ve this
confidence

Confidence level

—
(06827 - 0,9ag), 1429

r—Initial increments by parameter class (fractional change, except “abs™ are absolute change]
M Joo3  Kkik[or ks oo Temp [0OT | Awa Joor

s W clload IW Ks2 W Dens IW BupZ W

Dens iner W Men, base Wab: B W YischH W

Evtcoeff [001 yoff [0005  abs  cM1 Jom Theta J001

0K I Cancel

Figure 4-121. Error estimation control

4.4.2.7.1.2 Monte Carlo Analysis

The Monte Carlo analysis works similarly except that the best fit model is simulated first and then multiple
different noise sets are added and the simulated data with noise are refit each time.

For a Monte Carlo analysis, the Monte Carlo button is clicked the number of simulations is entered and the
standard deviation of the normally distributed random noise that will be added to the data is entered:
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Advanced parameters x|

Error estimation control I Claverie control | Kinetics/equilibrium control | Fitting | Simulating |

" No ermor estimation

" Bootstrap with replacement [random subsets)

|

10

' Monte Carlo [noise added to simulated best fit) Number of additional

fits to be d
Noise standard deviation |0.005 10 e done

" Calculate F-statistics

r—Initial increments by parameter class (fractional change, except "abs” are absolute change]
I IT K, kf, kr IT Ks IW Temp IW Al IW
IW cload IW Ks2 IW Dens IW Bur2 W
Dens incr IW Men, base Wab s BMI IW YiscH IW
Evtcoeff [001 yoff [0005 abs Ml fo01 Theta o0

l Cancel |

Figure 4-122. Error estimation - Monte Carlo

N.B.: Monte Carlo analysis is also useful when designing experiments. One can simulate particular cases using
the values of the expected parameters to see the effect of noise on the ability to obtain reliable values of the fitted
parameters.

The convergence level of each fit, including each boot-strap fit, can be set under the “Fitting” tab under the
Advanced button.
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4.4.2.7.2 Error Estimation: Parameter Confidence Limits
4.4.2.7.2.1 F-Statistics.

4.4.2.7.2.1.1 General F-stat preferences
dvanced parameters

Error estimation control ICIavetie control | Kinetics/equilibrium control | Fitting | Simulating |

" No ermor estimation

(" Bootstrap with replacement (random subsets)

" Monte Carlo [noise added to simulated best fit) Number of additional
Noise d deviation |\, 005 it i/ bz donz
Confidence level Marimumn tries Allowed eror in
(06827 - 0.939) 10 to achieve this |32 confidence 1001

confidence
r Initial increments by parameter class (fractional change, except "abs" are absolute change)

M |0.03 K., kf, kr 0.1 Ks |D.D1 Temp |D.D1 Auxl (0.07
s ID.D1 cload |0.05 Ks2 (0.01 Dens |D.D1 Aux2 (0.07

Dens incr |0.01 Men, base |0.01 abs  BM1 |0.01 ViscR |0.01

Ext coeff |0.01 yOff |0.005 abs CM1 (0.01 Theta |D.D1

oK | Cancel

Figure 4-123. Error estimation: F-statistics.

To turn on the ability to compute F-Statistics for any parameter, under the advanced menu, error estimation tab,
click the “Calculate F-statistics” button. Indicate the desired default confidence level, the maximum number of
steps to take in each direction and the tolerance, i.e. allowed error in the confidence level, to stop the search of
parameter space. In the boxes along the bottom of this window, you can tailor the size of the search steps to be

taken for each type of variable.

4.4.2.7.2.1.2 Turning on F-stats for a particular parameter

To indicate that F-statistics are to be calculated for a particular parameter, left-shift-click on the parameter
window on the control screen. A window will appear; check the F-statistics box and enter the desired confidence

level for that parameter.
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Molecular mass [g/mole) for &
[i {1220
Minimum M aximum ﬂl

- Confidence
[V | F-statistics evel 0.99

Figure 4-124 Turning on F-stats and choosing the CL for an individual parameter

Confidence limits can be determined by computing F-statistics in the following way (cf. M.L. Johnston and M.
Straume, Meth. Enz. 1994). After the main fitting has finished, confidence intervals of any desired magnitude can
be computed for any of the parameters by shift-left-clicking on the parameter box on the control screen, checking
the "F-statistics" box and inputting the confidence level (CL), e.g. 0.95. F-Statistics are computed by stepping each
parameter, holding it constant and refitting the dataset. The new rmsd is used to compute F = [rmsd(new
fit)/rmsd(minimum)]%. When F increases to the value corresponding to the CL and number of degrees of freedom,
that value of the parameter is the 95% confidence level for the parameter. The parameter is varied in both directions
to yield the (usually) asymmetric confidence intervals. When a fit has finished, SEDANAL will compute the
confidence intervals at the level indicated (95% in this case) for those variables for which F-Stats have been
enabled. F-Stats must also be enabled in the Error Estimation control tab under the "Advanced ..." button on the
control screen or under the "Control Extended tab" on the preferences screen that can be accessed from the Main
Menu.

The results of the F-Stat can be written to a text file for further analysis. Under the "Outputs" button on the control
screen, select the "Log files" tab and click the button for the F-Stat log (Figure 4-125):

[V Output F-statistics log
Show details of each iteration in the calculations of confidence limits by F-statistics.

The log file name will be globalfit-dink cells_FLOAT BASES_float_Keq_L-M_v7.43_fix ratio
AtoB-FSTAT_FStatLogNNN txt.

Figure 4-125 Output the F-Stat log file
4.4.2.7.2.1.3 Displaying F-stat progress

To display the F-stat progress, click on the "F' button on the upper right corner of the fitting window:

CLOSE
Exp
'g;'f 0| O | =
|

The following floating window (Figure 4-126) will open allowing you to monitor the F-Stat progress.
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F-statistics

Yariable Dir | Max | Iter | Value F Result
Keqil) - 32 6 2.1231705373198097E+05 1.0273532632714396E+00 Converged
+ 32 5 2.9895396458190616E+05 1.0273574014016076E+00 Converged
s(A2) - 326 1.7691060457412304E-13 1,0275083254630943E+00 Converged
+ 32 6 1,8600061751915123E-13 1,0274374971577118E+00 Converged
Ks(a) - 32 4 4.0430593491297712E-01 1.0434233093249412E+00
+
BM1{A)
+

Figure 4-126. F-statistics monitoring window.

4.4.2.8 Fitting for Extinction Coefficients

By combining data from interference optics and absorbance optics, we can determine extinction coefficients of
pure components. Two datasets can be combined from a single run such that the interference optics provides an
estimate of the concentration, while the concentrations of the two cells are linked (i.e. requiring them to be the
same) while the extinction coefficient is allowed to float as a fitting parameter. The most important requirement is
that the “extinction coefficient” (i.e. numbers of fringes per g/L) for the interference signal is known or calculated
from its composition, taking into account the amino acid composition, glycosylation, and nucleotide content, and
any other absorbing moieties or adducts.

4.4.2.9 Fitting flotation data

Flotation data can be fit if one enters a negative value for the sedimentation coefficient of a floating species and
also sets its density increment to a negative value. Models can also be constructed that allow for different species
to sediment and float in the same sample. While DCDT and WDA can handle flotation data, they cannot be used
to analyze sample which contain both sedimenting and floating species.

4.5 DCDT and WDA

Time derivative analysis, g(s*), and multi-speed wide distribution analysis (WDA) can be carried out by selecting
the “dc/dt” button on the main menu (Figure 4-23). The “Concentration profile time-derivative analysis” window
will then appear.

45.1 DCDT

A run file is loaded by clicking in the “Experiment” window to specify which experiment is to be analyzed followed
by clicking in the “Cell data” window to select a particular cell data (.abr) file (Figure 4-127). When the cell data
file is selected, all the data in the “abr” file will be presented. Usually the run will span a large time interval and
the data plotted may look rather strange. The scans to be analyzed are selected in the same way they are in the
Fitting control screen, by right clicking on the Cell data file window. The numbers of scans to be used should be
selected consistent with the molar mass of the species present. If too many scans are included, the g(s*) peaks will
be artificially broadened. After the desired scans have been selected, the plots should look similar to Figure 4-128.
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Exper- | Y. Rangefor = By, data output Smoothing E]
iment % ~ ﬂ Percent o
Peaks ; Cancel
Cell L] Browse| Last j = [ Flotation c ancel
e oo _IAdV @ Linear Log ©  Reportfil
; - eport file
& deddt ™ Disable auto-scale doddt 2610 :
" ‘Wide distibution ~ Select zoom region|  adjust ds maxs* | 0| 0] Select zoom tegion| 5,y ace
.
Figure 4-127 DCDT header from v7.43
Concentration profile time-derivative analysis SedAnal ¥v2.99 7/25/03 X
Exper- i i [ Th th S's b f rinteracti t
T |19950320 IL5 and Fab ﬂ Hange for ; sneie 2121 Defveﬂha?g s to use for non-interacting systems ;]
averages
Sw = 5037 + 0.009 Cancel
el 20050320 test_v288.0b 7] Browse] v oid o - 5375 s 0.007
S21- 5635 + 0.008 J _
& Normal - do/dtzero| | [0.0101334 |10.1934 They are referred to Co (i.e. corrected for radial dilution) - \Wiite report
¢ Wide distibution Select zoom vegmnl adjust ds mayx §* Co= 0.7788 L] Select zoom leglonl file:
0 2| 4| 8| 8| 10] 1| 2| 3| 4| 5| 8| 7| 8| 9

0.0003

de/dt zero at [ From [1.081941  to [8.550923

Range of wft
Scan 260 Scan 300
Maximum molar mass (ka/mol) that can 2 1.9970e+011 |2.2720e+011
be accommodated by this time span

Figure 4-128 (left) dc/dt. (right) g(s*)

The left window contains a plot of “dc/dt vs s*” for every scan pair used in the analysis. A range of data can be
selected in the left window to remove undesirable stray data points that might interfere with the analysis. The range
chosen at this point will be used for the final “g(s*) vs s*” plot displayed in the right window, as well as in the
computation of the various averages of the sedimentation coefficient, which will be displayed in the top window
after the “Compute weight averages” box is checked.

The s*-axis scaling is selected in the s*-grid window. There are a thousand s* points plotted across the window.
For example, if a value of 0.01 is selected for the s*-grid spacing, the value of s* will span from 0-10S. After the
value of s*-grid has been edited, you must right click the Cell data window and then click on the OK button to
refresh the screen. Left clicking on the Cell data window will reload the entire dataset.

The plots may be re-scaled by clicking on the “Select zoom region” button and using the mouse to select a
rectangular region to be re-plotted. The previous zoom levels are stored in a stack. A previous zoom level can be
regained by typing CTRL-Z and a later zoom level, by typing CTRL-Y .
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Range for
averages r
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Figure 4-129. The weight average sedimentation coefficient

The weight average sedimentation coefficient may be computed by selecting a range over which to do the average
by first clicking on the button labeled “Range for averages”, selecting a range on the dc/dt plot by clicking and
dragging and un-clicking.

These are the average S's to use for interacting systems -
Sn = 4339 + 0038

Sw = 4923 + 0013

Sz = 5307 + 0.009

Sz1= 5585 + 0.010

They are referred to Cp [i.e. the actual concentrations in the cell)

Cp= 0.6353 N

Figure 4-130 The corresponding averages appear highlighted in yellow in the adjacent box.

. Note: When averages are computed, the report will also contain the normalized values of g(s*) and

s*g(s¥).

Range of wet

[Scan260 | Scan 300
1.9970e+011 |2.2720e+011

The temporal range of the data is displayed in a window at the bottom of the screen.

Figure 4-131 Maximum molar mass for DCDT

Also displayed is the maximum molar mass of a macromolecule whose diffusion coefficient could be reliably
determined from the dataset (i.e. the set of scans) chosen by fitting the g(s*) vs. s*pattern to a gaussian.

Maximum molar mass (kg/mol] that can 432
be accommodated by this time span
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4.5.1.1 Switching between g(s*) vs s* and s*¢g(s*) vs In(s¥)

It is possible to change the y and x-axis scales. On the s*g(s*) vs In(s*) scale, the vertical off-set is a constant and
independent of the value of In(s*).
| ]

 Linear Log ©°  Reportfile

g Select zoom region

Package ...

4.5.1.2 Smoothing of g(s*) vs s* for presentation purposes

Some smoothing can be applied to g(s*) curves.

Smoathing
Percent Points OK
I I Cancel

@ Linear Log ©  Reportfile

g Select zoom regionl

Package ...

With no smoothing a plot might look noisy; like:

s*

PO g do2d 4 3-‘154 ad 4 sd d ed l’/T‘nz—noﬂsd d 19 4 294 4 3d 4 49 9 54 d ed \1 7
No smoothing and with 4% smoothing
Figure 4-132 Smoothing DCDT analysis

Smoothing
Percent Points

ol

Adding 4% (i.e. using 4% of the total data span in the sliding fit) smoothing gives the plot
on the right. The unsmoothed individual dc/dt plots are shown as dots in the background.
This degree of smoothing distorts the plot very little while removing most of the noise.
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4.5.2 Wide Distribution Analysis (WDA)

Data from a either a single speed run or a multi-speed experiment is processed as described above. Before
loading the run file (.abr file), click on the “Wide distribution” button

Dialog box
" Normmal
* Wide distribution

The following two windows (Figure 4-133) will appear.

{83 Concentration orofie . Anal v6.77.14963 xB4 xB4 2017 m
‘ Range ot | 1= By data ou i
put Smoothing
Exnevt _I Averages| Percent Scans lz‘ iz
iment ¥ Interpolate  E| 4]
| =ls J _Pesks | I~ Flotation c Cancel
data Browse] _l Adv e o @ =
t e dordt [~ Disable auto-scale g =Y Repottfle
{ & Wide distibution o 0] Selectzoom egion| o

1

From o | <

Radial points for Wide Distribution Analysis (WDA)

Each intersection represents a radius in cm. Click on an intersection to toggle. or drag around mutiple intersections.
| The number of intersections is determined by settings for *From’, Yo", and ‘increment of . Choose default computation set (green) and defaut plot set (blue).
Left click or drag toggles plot, if computation is enabled. Right click or drag toggles the computation.

000102030405060708091011121314151617181920212223 242526 27282930 313233343536 37383940 41424344 4546474849

9000000000000 00000000000000000000000000
650 .......O...'..QC..OQ..'...O..OQ..'...O..O'..Q...O.

Select al

Figure 4-133 The radius control box for performing wide-distribution analysis.

The bottom window shows which radii will be used for WD analysis and allows the user to change the selection of
radii. This box may be just below the bottom of the WD Window and not visible on some monitors if the
resolution is set too low. The minimum recommended resolution is 800 vertical, 100%, and at this setting the tool
bar can be only one layer. At this resolution the title bar will be just visible at the bottom of the screen.
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4.5.2.1 Choice of radii for WD Analysis
The choice of which radii to use for WDA depends on whether or not the run was allowed to clear the slowest
sedimenting material is allowed to clear the point of observation.

First, we'll explore how WDA is performed. Given a set of scans, first we choose a radius at which to "sit" and
observe the passage of sedimenting material. The figure below shows the passage of the boundary at each radius.

[l Preprocess centrifuge data  SedAnal v7.17.17410 x64 x64 2019-7-2 = ] X
File View
mﬁi [w¢112616Nideal_153404 ﬂ [Da‘a file desciiption | 50000 | 1-700 :278‘0 Ll glzlt?ce:;s[g;gz;z:e Experiment information E]
Centrifuge and cell data files maonamer tetramer 20.0 deg — - 0 Cancel
Ceu'ﬁ Browse . g [ —— are stored).. Edit individual points ﬂ, 4'
data Type of run Jitter adjust Meniscus aﬁg nmen? minimum  maximum ———
! ~ Sedimentation Ea g | 7% ‘Write adjusted
C?SS; 3310511 1002?5001 ISF:’BS‘.‘:M +| Browse velocity 1032 Range to fit Locate x |58 7.2 Plot =| data file...
i - = @ ilibri Skip Click on plot i ]
Ref J Equilibrium Cell base v [D— [r Scale b \S/\érallr:ef?':ts?f XL
. . 30{700 scags
Sit at one radius and watch the boundary|go by: i
018 5
61 6.4 6l6 68 70 71 ¢
0.16 o
K
f.
‘eo
0.14 .2
&
¥
! S
012 j_
)
° 1
01 . 4 y e 2
) L 3
© o
0.08 o 28
o / / ( /‘%L
7 / :
b :
006 P / 7 gy
| VAW — T
0.04 / ,//
_ L= =l
72
i i i Jitter Int | fri Deleted
Meniscus at  |5.9 Cell base at|57.2 Fit from |5.55 Fitto |7| eyt n zﬂﬁ[;cf:g:t T 0

Figure 4-134 A set of scans from a sedimentation velocity experiment.

Separation is roughly proportional to the first power of the time (distance traveled) while the spreading due to
diffusion is roughly proportional to the square root of the time (distance traveled). Therefore, one can expect that
the overall resolution to increases as the square root of the distance traveled. See Figure 4-135 below showing the
increase in resolution as the radius at which the observations are made is increased from 6.1 cm to 7.1 cm. If one
were to run until the slowest species is just at the bottom, a radius in the middle of the cell--say, around 6.5 cm--
would allow essentially all the material to pass that point by the time the run is stopped. It would be best for most
types of analysis to run nearly twice as long as that to assure that the slowest material has cleared the cell
completely. In this case, a radius closer to bottom--say, 6.9 -7.1 cm-- would be appropriate allowing high

resolution.
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Wide Distribution Analysis

0.20 ﬁ
radius /\
6.1 cm N
0.15 L..6.4 /A
6.6
6.8 N

7.0 /
0.10 |

s* g(s*)

NV
\

| \

0-00 S —

| 1 10
. s*
's* g(s*) = dc/dIn(s*)

Figure 4-135 WDA resolution as a function of radius.

After choosing a run file, and selecting a smoothing range (see below), a plot will appear from data taken at a set
of radii selected for plotting in the preferences: in this case a single radius of 6.6 cm was selected (Figure
4-136).
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W Concentration profile time-derivative analysis SedAnal v6.77.14963 x64 x64 2017-10-11

Exper-
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 desdt
" Wide distribution

T

[ Disable auto-scale

v

Range for
Averages

Pe.

Cell[—._l o L—
e 20010309_20141104_v6.6 v | Browse| Last J
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[ Raw data output
IV Interpolate ﬂ
I Flotation

s

]

Select a range for averages

[ Smoothi
Petcrgﬁ? Sllr:\gns
LI Cancel

€ Line Loa ®  Report file
g Select zoom region Package

55
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45

Ia-
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g’ s*(log &
ad ad sded | |1

asl |11 df 4 4 ddA4dd]| £l 2od sodaod | ]I
From to |:||

({2000] =T [50000]

2ed 3edaed | || ]]] 2 3ed

18000

Each intersection represents a radius in cm. Click on an intersection to toggle, or drag around multiple intersections.
 The number of intersections is determined by settings for "From’, Yo", and increment of . Choose default computation set (green) and defautt plot set (blue).
Left click or drag toggles plot, if computation is enabled. Right click or drag toggles the computation.

0001020304050607080910111213141516171819202122232425262728293031323334353637383940414243444546474849

6.00 9000000000000 000000000000000000000000000
650 9000000000000 0000000000000000000000000000000000000
7.00 @

Clearall | Select all

Figure 4-136. Results of WD analysis.

This was a multispeed run at the speeds shown above: 6000, 12000, 18000, 25000, 35000, and 50000 RPM
indicated by the different colors on the plot. For this run a range in s of 2S to 20,0008 is displayed in the plot.
(This was a mixture of hemacyanin and polystyrene beads.)

If more than one radius is selected, WDA curves from all radii are plotted and the average of the plots from all
radii is shown as a solid black line. By clicking on the little “O”, one can toggle between, (1) just the individual
plots, (2) just the average, or (3) both sets of plots. The s*g(s*) vs In(s*) are interpolated onto an equally spaced
grid of In(s*) before being smoothed or averaged. Clicking on the "E" will add error bars to the averaged curve
(solid black line). ¥+ NOTE: The error bars reflect the standard error of estimate of the average from each
radius at each value of s* and are not influenced by the smoothing.
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If one unchecks the Interpolate button, only the individual, WDA plots can be displayed by clicking on the little

oK
Cancel

Right-click on a data scan
to mark it bad, orto change
it from bad to good.

Bad scan marks will NOT
be stored in cell data file;
use Preprocessorto
permanently mark a scan
bad.

Unselect all
Start with scan =]
Increment by 1 3:

Endwithscan| 971 =

Copy from list
of scans
chosen to plot

Figure 4-137. Control box for picking bad scans in WDA.

4.5.2.2 Bad Scans

Right-click on the numbers of any bad scans (Figure 4-137) (There are 4 in this example: #’s 3, 39, 63, & 495-8)
to eliminate them from the analysis. Bad scans can be identified in the preprocessor.

4.5.2.3 Smoothing after numerical differentiation

Some smoothing must be performed on the data since the derivative is computed by taking simple central
differences of the c(r,t) vs s*(r,t) data. Smoothing is performed with three passes of a moving box-car filter using
a window (i.e. number of points) expressed as a percentage of the total span of the data. This algorithm was chosen
because it has very small leakage of high frequency components that are common to many other smoothing
algorithms, and it’s frequency response can be easily controlled by varying the size of the window (Stafford, 1994).

Smoathing
Percent Scans

M [

Control dialog box for choosing the size of the smoothing window is expressed as a
percentage of the entire span of the data. In this case, 1% of 1000 s values on the x-axis,
uses 10 points on the x-axis.

!, Note: after entering the percent (i.e. “1” in this case), press enter to have it take effect.

The example given above (Figure 4-132 and Figure 4-136) is for a mixture of hemacyanin and polystyrene beads.
The data are plotted as a differential distribution function, dc/dIn(s*) vs In(s*), on a logarithmic scale of s*. (N.B.
dc/dIn(s*) = s*g(s*))
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Figure 98. WD analysis for the mixture of hemacyanin with polystyrene beads (Stafford and Braswell,
2004).

Here, plots from radii 6.53, 6.54, 6.55, 6.56, 6.57, 6.58, 6.59, and 6.60 cm are superimposed. The black line is the
average of the curves from those individual radii. By clicking on the "E" button, the error bars representing the
standard error of the mean are plotted at each averaged point.

Plots from higher radii will have higher resolution than those from a lower radius.
The range of these data is from 2.7 S to over 20,000 S.

The color of the points in the plots corresponds to the speed at which the data were acquired. The color code is
given below the plot. and the list of radii are displayed in the radial points window.
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4.5.2.4 Adding additional radii for WD Analysis:

Radial points for Wide Distribution Analysis (WDA) x

Each intersection represents a radius in cm. Click on an intersection to toggle, or drag around multiple intersections.
The number of intersections is determined by settings for ‘From’, Yo', and increment of . Choose default computation set (green) and default plot set (blue).
Left click or drag toggles plot, if computation is enabled. Right click or drag toggles the computation.

0001020304050607080910111213141516171819202122232425262728293031323334353637383940414243444546474849

6.00 b btdddddddddddddddddddddddddddddddddddd
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7.00

Select aII|

Figure 4-138 Radii available for WD analysis

These values can be changed here and/or in the Preferences -> dcdt/wda.
4.5.2.5 Averaging overlayed WDA curves.

The particular WDA curves that are displayed will be averaged over the radii represented by the blue dots and are
written to a separate * WDA-ave.txt output file when the "Write report file" button is clicked. The values of radius
corresponding to the green dots will be included in the normal * WDA.txt output file. The output file names will
have the form "Name of abr file WDA.txt" and "Name of abr file WDA-ave.txt", respectively.

4.5.3 Flotation

B Concentration profile time-derivative analysis SedAnal v7.31.18785 x64 x64 2020-4-17

Ranage for

Exper- l Vl

. Averages

iment LVl | v Interpolate EI
fuons ™ Flotation

Cell il
data v Browsel Last :I ady
" desdt I Disable auto-scale —,

& Wide distribution 0l

Figure 4-139. Flotation button in DCDT/WD
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4.5.4 The Adv button:

Advanced settings x
Viscosity [ Restore

ratio experiment

Density |0.99823 values
4.597e-11

- Average concs

S CR R

Partial specific Ii
volume, v-bar e

Apply Close

Figure 4-140 The Adv Button

Under the Adv button, we can add correction factors for the sedimentation coefficient axis of the WDA plot to
convert the values to sio,w). Also, we can specify the range of radial values at each chosen radial point to average.
In the example, shown in Figure 4-140, at each radius selected, WDA will select 5 points in either direction and
average them with the central point and use that averaged value for the signal at the central point. For example, if
the user entered 0 and 0, only the central point would be used. The number of points to se to be used depends on
the point density of the scans data, and the amount of noise that is acceptable. The values of 5/5 are suitable for
the interreference optical system.

4.5.5 Time Derivative Analysis of Multi-wavelength Data: DCDT and WDA.

After a MWL (multi-wavelength) run has been processed in the Preprocessor and stored in a run file (*.abr file), it
can be analyzed by either DCDT or WDA. There are several ways in which these large datasets consisting of several
hundred scans from several hundred wavelengths can be treated: (1) Scans from individual wavelengths may be
analyzed separately by either DCDT or WDA.. (2) Spectra of unknown components corresponding to well separated
peaks in the DCDT or WDA patterns can be extracted from each peak, (3) Given the extinction spectra for each of
the components in a mixture, the data can be deconvoluted in the Preprocessor into a set (abr files) of concentration
profiles for each constituent component (Walters, J. et al., 2015 Anal. Chem., 87, 3396-3403).

4.5.5.1 WDA: Extracting Spectra.

After preprocessing and saving the abr file, load it into WDA. At first, select only a few wavelengths to speed
the process up. Next select each peak whose spectrum you want to extract by clicking on the "Peaks" button as
shown in Figure 4-141. This a click-and-drag procedure (Figure 4-142) much like selecting the range-to-fit in the
preprocessor. Repeat this process for each peak whose spectrum you want to extract. Then click on "Select all" in
the Wavelength window (Figure 4-143). Now all the absorbance vs wavelength values for each peak will be listed
in the "Integration" window. The spectra can be written to spectrum files as shown in Figure 4-146.
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Figure 4-141. Selecting peaks for spectrum extraction:

Click on the '"Peaks" button, and click-and drag to select the peak.
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Figure 4-142 Three peaks selected for only three wavelengths.
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Figure 4-143 Click the "Select all"" button to plot all the WDA curves for all wavelengths.
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Figure 4-144. WDA curves for all wavelengths.

At this point, you will want to save these spectra to a file for each peak:
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Figure 4-145 Spectra gathered from the WDA plot

Click on "Write to files ..."; the following window will appear
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Output files for spectra

Browse
# | Range, S Filename
1 3234-3327  A_spectrum.ixt
2 3726-3826  B_spectrum.ixt
3 4163-4288  C_spectrum.ixt
Save spectra Cancel

Figure 4-146 Spectrum output dialog box

The default file names can be renamed:(Figure 4-147)

Range, S Filename
3234-3327 [T |
3.726-3826 B_spectrum.txt
4163-4288 C_spectrum.ixt

Figure 4-147 Specifying a filename for spectrum files

After renaming the files, click on "Save spectra" to write out the spectra to individual files
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Figure 4-148. Spectra of the three peaks selected from WD analysis. Plotted in a separate plotting program.
4.5.5.2 Least Squares deconvolution of component (constituent) concentration profiles.

In the Preprocessor, after loading a multi-wavelength dataset file, the individual constituent concentration profiles
can be deconvoluted into a separate run file for each constituent component.

After loading the data and selecting the meniscus, base, and range-to-fit, etc. We can enter paths to the extinction
spectra and click on "Deconvolve" button and see the green or blue progress bar indicating that the deconvolution
is proceeding (Figure 4-149):

Deconvolution from multi-wavelength scans x

Species Extinction coefficient path Output .abr file
' 1 |Gold CASEDANAL\User_data\Johannes_Walter\mix_blue_sioZ Gold_deconv_2017
E 2 |[Si02 CA\SEDANAL\User_data\Johannes_Walter\mix_blue_sioZ Si02_deconv_2017
3
4
5
6
7
8
9
10
Sftgz?ﬁle C\SEDANAL\User_data\Johannes_Walter\mix_blue_sio2_100nm_gold_15nm_deconvolve2
Directory for output .abr files

Figure 4-149 Deconvolution of constituent concentrations.
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4.5.5.3 Multi-wavelength Fluoresence Intensity Data

When Multi-wavelength intensity data are loaded into the preprocessor, the scans will appear as inverted pseudo-
absorbance. The sign of the data can be changed by clicking on the "F'" button that is located in the upper
righthand region of the Preprocessor window - as shown:

| DK

F
Wiite adjusted

[ data file...

Jlick on plot  Write set of XL-I
tozoomin  scan files...

Figure 4-150 Location of the "F" button
From this point on, the scans are treated as pseudo-absorbance scans and saved in the abr file as positive scans.
4.5.5.4 Deconvoluting Multi-wavelength Fluoresence Intensity Data

After the data have been "flipped", the deconvolution process is the same as for ordinary absorbance data. See
above in paragraph 4.5.5.2

4.6 Synthetic Boundary and Band Sedimentation

4.6.1 Fitting or simulating synthetic boundary experiments

4.6.1.1 Fitting
Each run may be treated as a synthetic boundary experiment or a normal sedimentation velocity fit.

From your set of scans, choose the one that is to be used for the initial concentrations (the /-scan). Typically, it will
be the first scan, but it may be later. This must be done separately for each run.

Several species can be accommodated, since the concentration is calculated from the signal, the extinction
coefficient and the signal weighted ratios of the species.

To identify a cell as a synthetic boundary or band

: B'OWsel sedimentation run, on the control screen, right click on the cell

Data - Cell data file Description, cell data Mei . n . "

(right-click for cell menu] ‘ data file to get the context menu. Click "Synthetic boundary"...
1 |20110715.abr =l J8p-r nancica |53 to bring up the Synthetic boundary parameters window.

Select scans to fit

2 I Weights for this cell I_
3 | ESynthetic boundary...J l—
4 I Preprocess this cell l—
5 | ~TT [
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Synthetic Boundary parameters

o Flt this cell with synthetic
{boundary

Scanto be used for
IS
initial concentrations 30

¢~ File containing initial
concentrations

 File conte_zining initial
scan notin data

coii'jfnse‘r’]{ Check the box, and select one of the two
species' gﬁi ]-0 locations from which the initial concentration
trati . . .
© imass unts) profile will be obtained, either from a scan

from the cell data, or from a file containing a
concentration profile.

For fitting cell data (normal sedimentation
velocity fit), you can choose the number of the

Cancel I-scan. For simulating, this option is not

available. For an I-scan that is not in the set

being analyzed, use the third option, and browse to the I-scan file.
The coloration of the B/A field shows that the ratio is to be fitted, and 1.0 is just the initial guess.

The format of the file containing a concentration profile is the same for single-species and multi-component SB
simulations or fits, and is given below.

Remove the [-scan and any prior scans from scans to fit. This must be done separately for each run.

Each time the grid or parameters change, the I-scan is interpolated onto the simulation grid, and the concentrations
for species 1 calculated as the interpolated signal / extinction coefficient for species 1 for the run. These calculated
concentrations are used as the initial concentration profile for species 1 for the Claverie FEM simulation of scans.

The “simulation clock” is started at the time of the I-scan, rather than at 0, to make the simulated scans appear at the
same time relative to the I-scan. For example, if the I-scan was taken at 40 sec, and the next scan was taken at 60
sec, the Claverie simulation will run for 60—40 = 20 sec to produce the simulated scan to be compared with the
second experimental scan.

Because the loading concentration does not affect the fit directly, you should not attempt to fit for it.

The report will show [SB] after the load concentration in the Parameters section for a synthetic boundary cell.

4.6.1.2 Simulating

To identify a simulation as a synthetic boundary run, on the control screen click Synthetic boundary...

Loading conc  Loading conc
B

. Meniscus, Speed, Base of &, of B,
Optics Description cm tpm of cell, cm ol o ol o
@ Interference
100k 45 200K 65 5.9 50000 [7.2 1 [1
" Absorbance
Experiment iniormation...l Synthetic boundar_v...l 1 o]
¢ Sedimentation velocit
P © |men BiNE Y IU.U1 Time for slowest species [&) to reach
Equilibrium Standard deviation of noise to be added 8 |181 58 |5 o
(leave blank or set to zero for no noise). ottom JEL
Total scans 500 o i
For multi-wavelength, wavelength-dependent Equiibrium ~ [33493 |ahr 18 min

Time between scans, sec  |100

™ Multi-wavelength ‘

noise can be added using Noise vs
wavelength button below.

Output grid 500 Radius noise g

size, points std dev
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Synthetic Boundary parameters Bl Check the box, and identify a file containing a

either an I-scan, or a concentration profile (the
Scan to be used choice will be grayed, as it is not
Ratios of . . :
comporent [+ — available for simulations).
species' : . .
- File contsining nal concentrations | B/A 05 The coloration of the B/A ratio shows that the
concentrations (mass units) ratio is fixed at 0.5.
¢ File containing initial . .
scan notin data You can either type or paste the path into the box,
[C:\SedAnal\User_datalsim 150K 655 300K 9.75 SB\SBO00OT FIT |- or browse using the | button.
Cancel 4.6.1.2.1 Concentration file format

A concentration file contains the mass
concentrations of all nc component species at each of nr radii. The number of radii and their values need not
correspond to either the experimental data or the simulation grid; values will be linearly interpolated as needed. This
means, for example, that a step function at =6 cm could be described by points at meniscus, 5.999, 6.001, and base.

SEDANAL concentrations vl // [optional comment]
radius; C1 o7 ... Cnc
radius:z C1 o7 ... Cnc
radiusnpr Ci C2 ... Cnc

The initial line in the file must be exactly as shown, except that the “//” is only needed if there is a comment
following. Any number of spaces may separate values.

Concentrations of the species which are not component species (if any) will be computed from the mass-action
equilibria (reactions). Note that the component concentrations are not the “total component”, but the equilibrium
concentrations of the species which have been chosen as components.

Here is an example of a concentration file which has a linear gradient of component 1 from 0 g/L at meniscus=5.9
cmto 5 g/L at the base=7.2 cm, and a 1.5 g/L pulse of component 2 between 6.0 and 6.1 cm.

SEDANAL concentrations vl // 1llustration of gradient + pulse

5.9 0.0 0.0
5.9999 0.3846 0.0
6.0001 0.3846 1.5
6.0999 0.7692 1.5
6.1001 0.7692 0

7.2 5.0 0.0

4.7 PREFERENCES

The Preferences screen allows one to choose the names of the directories used by SEDANAL, the default number
of scans to show in the initial plot in the Preprocessor, and the maximum number of control files (*.abc) that are
shown in the “Last” drop-down list on the Control Screen (Figure 4-151, and Figure 4-152). Also, various default
and other parameters can be set for other SEDANAL functions like DCDT, BIOSPIN, the control screen, etc. ...
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4.7.1 General Preferences

User preferences SedAnal v7.55.22212 x64 x64 2021-7-12 Windows 10.0.19041.1023 X

General I Preprocessor ] dc/dt and WDA I BioSpin I Control ] Control extended I Indefinite seff-association I Compressibility I
IC:\SEDANAL\Program 7.55\Preferences txt [ ‘
Path to this preference file Check here if you want a separate Preferences txt for each version in the same directory as SedAnal exe vV
IWFS IWFS v I I Fommat for saved screen images | I 7777777
Owner: last name of the User: Choice of Key: should be blank, ’7 " PNG @ JPEG ¢ bmp Database key: entera
person responsible for this Preferences to be used except for developers random 8-digit number
copy of SedAnal
|C:\SEDANAL\TEST approach to EQ and WDA Browse...
User data directory
IC:\SEDANAL\ModeiEditor Browse... i
Model file directory Logical processors
sharing a core
CPU information H
Host name: WIN10-64bit-MacBookPro CPU: Intel Core i3-9880H CPU @ 2.30GHz §
Number of packages =1 Number of cores =8 Number of logical processors = 8 Active processor mask: FF 4
Processor: Genuinelntel  Family 0x6  Model 14  Stepping 13 2
Features: 1F8BFBFF FFDA3203 Addl: 01080800 OS support: 00000000  Checks: 0000001F 7
MMX FXSR SSE SSE2 HTT SSE3 AVX AVX2
Fortran optimization indicator: 800000
Comcti32.dll v6.16  Shell32.dll v10.00  Shiwapi.dil v10.00
Crash reporting
Local crash dumps are not enabled for Windows Emor Reporting.
Compilers
Visual Studio C++v19.29.30038.01 MFC v3584
Intel Fortran 20.21 update 2 2021-2-28  Built on 64-bit Windows OpenMP 2016-11
Monitors
primary \\.\DISPLAY1 2560 x 1292 ( @, @) - ( 2560, 1292) scale = 1.8 x=96 dpi y=96 dpi Crash |
Clicking this will
cause SedAnal to
crash immediately
oK I Cancel

Figure 4-151 Setting User data and ModelEditor files paths.

[C:\SedAnal\User_Data Browse. I

Ussr data deecioty

|C:\SedAnal\ModeiE ditor Browse |

Model fle drectory

Figure 4-152. Browse to set new paths.

4.7.1.1 Location of Preferences.txt files

When SEDANAL is started, the preferences file is read, and unrecognized lines pop up a message ("The
preference file line nn begins with the unrecognized symbol..."). This message has been expanded to show the
complete path to the file being read. Unrecognized lines usually come from reading a file using an earlier version
of SEDANAL than the version that created it.
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Users now have more flexibility in setting the location of their preference files by choosing the path to the

preferences file to be used:

User preferences SedAnal v7.55.22212 x64 x64 2021-7-12 Windows 10.0.19041.1023

General ] Prepnocessorl dc/dt and WDA| BioSpin I Control ] Control extended I Indefinite self-association I Compressibility I

IC:\SEDANAL\Program 7.55\Preferences txt
Path to this preference file

=

Check here if you want a separate Preferences txt for each version in the same directory as SedAnal.exe v

4.7.1.2 Multiple users and multiple Preference files:

4.7.1.3 Developer Options

Developer Options can be activated by entering “432” in the “Key:

window.

On the Fitting screen, the following button will appear if Developer Options are activated:

|

should be blank except for developers”

Developer
options...

Output files .. | Package...l

When the Developer Options button is pressed, the following rather daunting window will appear. You are now
looking at many of the secret, deep inner workings of SEDANAL. Many of the items on this list are experimental,
some are defunct but several are useful and after a little more testing will be available on the other screens.

Developer options: experimental features of SedAnal X
Addendum Parameter 1 Parameter 4

These are options only visible and available to developers. They are features of SedAnal that e
are experimental, and therefore should not be relied on without careful checking.

Ifyou are nota developer of SedAnal. you should uncheck all the boxes. ™ Mod2

I~ 001 Show additional detail on steps in equilibration output file

I~ 002 Claverie uses grid spacing proportional to conc. gradient for each species
I~ 003 F-stat detail log

I~ 004 Fitter writes all vars. to file <control file>__Dump.txt just before each iter. of fit
I~ 005 Kinetic integrator writes intermediate results to file <control file>_ODEInt txt
I~ 006 Generate artificial scan files with data linear in run, scan and radial point

I~ 007 Use addendum for Ks cross-terms

I 008 [notin use]-was Limit eta=1-D/D0 for species k to Parameter k

™ 009 Turn offfitwindow cursor changes

[~ 010 Set D=0 for all species (for comparison to analytic soln of Lamm eqn)

[~ 011 Compute conc. profiles using Crank-Nicolson integration of Lamm eqn

I~ 012 For F-stats, do only the + variation of each selected parameter

I~ 013 For F-stats, do only the - variation of each selected parameter

I~ 014 Compute conc. profiles using Faxen soln (WFS 2007-4-3) of Lamm eqn

I~ 015 Use Runge-Kutta for sed vel num. integrator, overriding control screen choice
I~ 016 Compare Hairer's SEULEX to NR SEulEx

I~ 017 For SEuIEX. solve ABCD directly using degree of xn, rather than concs

I~ 018 Num integration (kinetics) or N-R (equilibrium) executed in parallel

I~ 019 Dynamic density correction for s

I~ 020 Append copy of control file to report

I~ 021 Use other fit method after bestfit

[~ 022 Volume fraction polynomial used for non-ideality

[~ 023 Enable parallel Claverie simulation, kinetics not parallel

I~ 024 pressure-dependent viscosity corrects s and D

[~ 025 Use pdeld to solve Lamm eqns

I~ 026 [notin use]-was SV uses scan file to initialize

I~ 027 [notin use]-was Todd & H: yer 1981 ion-dependent D. Now always used.
[~ 028 [notin use]-was Use v6.01 non-ideality errors

I~ 029 Enable parallel N-R kinetics, Claverie simulation not parallel

I~ 030 Isodesmic uses separate species for SV and SE (limited to 28 n-mers)

[~ 031 [notin use]-was Adjust concs near base for SV

I~ 032 Disable parallel-by-cell

I~ 033 Disable use of non-ideality at meniscus ("upsilon") for SE

I~ 034 [notin use]

I~ 035 [notin use]

In addition, they may change or be removed in new versions of SedAnal. ™ Mod1 Parameter2 Baameits Cancel

Parameter 3 Parameter 6

Debug outputto files

001 N-R statistics (large file) [~ 016 ClavSim: BM1 matrix sample dz

r

17 ClavSi i
[~ 002 Clav neg check [~ 017 ClavSim: base smoothing

™ 003 Clav dump bad
I~ 004 Clav dump data if c<0
™ 005 Clav debug output

006 Clav conc (must have debug output
checked) I~ 021 ClavSim: init concs to trace

™ 018 ClavSim: GZ dump aux; params
I~ 019 ClavSim: isodesmic

I~ 020 ClavSim: base conc adj

007 Clav conc at selected r before/after
kinetic step

r 008 Kin int SEulEx dumps Jac at each step
(WARNING: creates huge file)

I~ 009 Check equilibria
910 ClavSim concs at every r after every L J020[ccinte]
time step [~ 026 [notin use]

I~ 011 Input data (scan or scan differences)

I~ 012 ClavSim GZ dump (cf018); params 56 t

I~ 013 ClavSim: all vars for tridiagonal eqn solr

I~ 014 ClavSim: total mass

I~ 015 ClavSim: Crank-Nicholson vs FE soln

[~ 022 CAndNSolve (SE non-ideal)
[~ 023 [notin use]
I~ 024 [notin use]

[~ 027 [notin use]
I~ 028 [notin use]
[~ 029 [notin use]
I~ 030 [notin use]

Choose file (used for options marked [FILE])
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For example, items 012 and 013 are useful for doing the positive and negative sides of an F-stat search separately.
Also item 019 allows SEDANAL to handle dynamic density distributions, p(r,t), calculated by adding up the
density contributions from each of the species present in a model.

i=N

p(’l“,t): Z de;

dp;

Cq (7", t)
Hj=£4 7T7P

cf. Schuck P (2004) A model for sedimentation in inhomogeneous media. . Dynamic density gradients from sedimenting co-solutes. Biophys

Chem 108(1-3):187-200.
4.7.2 Preprocessor preferences

User preferences SedAnal v7.94RC1.29531 x64 x64 2024-10-22 Windows 11 (10.0.22621.4036) X

General Preprocessor dc/dt and WDA BioSpin  Control

Display instructions when meniscus, cell
[JJbase. range to fit, integral fringe locate, and
edit scan points buttons are clicked.

Force each step of the preprocessing of
() centrifuge scan files to be done in the
proper order.

Show a red attention indicator for the next
() step to be done in preprocessing centrifuge
scan files.

Disable experiment tree in both Preprocessor and
() de/dt. so centrifuge and cell data files can be
located only by browsing.

0 Ask whether experiment information should be added
when editing an existing run file that doesnt have it

0 Ask whether experiment information should be added
when creating a new run file

Wam when writing an existing run file will use a
newer file format (older versions of SedAnal may
not be able to read it)

Show the scan summary window

QOutput .abrfiles

Compress output .abrfiles 22
(CJ NOTE: Reading these .abrfiles will —
require SedAnal v7.77 or later. Level

Name of output .abr files begins with
© Date of scan files {yyyymmdd)

(O RunlID or description when available
(O No prefix

Control extended  Indefinite self-association Compressibilty SedAnal updates Developers

9995 R

Default number of scans to E‘ e 0 Q
plot in preprocessor window
Symbol used for plotting
individual scan points; or
connect with staright line

Preprocessor should offer the option Preprocessor should allow a

to separate scans of different speed change between
wavelengths or optical system sucoessive seans of
100 RPM
Scans are considered the — without considering it as a
same wavelength if within — new speed for multi-speed
data

Initial View menu settings

Show number of scans For selecting scans to plot, use

X y (O Check boxes always
Show axis () Show axis O Grid always
none none id 7
ol oo Uittty
grid O arid

For the scan comparison plot

After selecting scans to plot, rescale showing the approach to equilibrium

Always show when
O Never O scans are loaded

O Aways When the plot is shown,
O Only if scaling wasnt Show RMSD
changed by user Show angle

If neither is checked, the window
will not appear by default.

Figure 4-153. After you have used SEDANAL a few times, the top three items on the left hand side should be
unchecked for genreal use. They can be checked for beginners to force the work flow in the PP.
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The middle section:

Preprocessor should offer the option
to separate scans of different
wavelengths or optical system

Scans are considered the —
same wavelength if within —

allows the user to separate scans based on wavelength. The XL-A has some variation in the wavelength when a
single wavelength has been chosen. In the example above, if the variation is less than or equal to 4 nm,
SEDANAL will treat the scans as if they were from a single wavelength. And if the difference is greater than 4
nm, the scans are treated as coming from different wavelengths as a separate set of scans.
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4.7.3 DCDT and WDA preferences

User preferences SedAnal v7.94RC1.29531 x64 x64 2024-10-22 Windows 11 (10.0.22621.4036)

' General Preprocessor dc/dt and WDA  BioSpin Control  Control extended  Indefinite seff-association Compressibilty SedAnal updates Developers

_ Type of analysis s* grid Smoothing Choose the radii at which the WDA analysis will be calculated and/or plotted.

O

~ dc' / dt‘ L 0.01 Percent Scans/Pts First, establish a grid of allowable radii (e g. 6.0to 7.0in steps of 0.01 cm).
‘| © Wide distribution - J 5 Then, choose the radii to be calculated. Finally, select a subset of those
| ds max s* calculated to be plotted.

R ) ) These are defaults; you can change the radii to be calculated and plotted
= les t; STOW for d?/ t V; < Do interpolation during the analysis, but the grid of allowable radii can only be changed here.
(O Individual scan pairs onl
WDA plots h 3 -
| 9 Average of scan pairs only o g?sc:]gés aves 5.900 7.200
i (O Both scan pairs and average From to
: WDA plot uses 0.010
| Show emor bar: log10{s*). not In(s* CTementiol .
verage concs
. . Errors for WDA averages are computed )
les o show forgés’) va's from unsmoothed data, reagrdless of 5_ 5_ *

9 " only smoothing (recommended)

(Ogonly For WDA, the default number of

(O Bothg”and g points to be averaged - or + each |
\ ) C:\SEDANAL\LIBRARY Browse... radius

Show emor bars I Directory for lists of dc/dt and WDA () Copy reports

Non-0 dumps selected
_ Plots t? show for WDA intermediate values from dc/dt 0
| O Scan points only computation to file B
(O Average of points only

© Both points and average

() Show emor bar: I Color

— rather than list

IThe above are the default values used when the dc/dt analysis is started.

The values below are used intemally by the dc/dt
analysis. They cannot be changed on the screen.

Number of points in the Number of iterations used

evenly-spaced s” grid onto 1000 during the plateau processing
which dc/dt is interpolated — for WDA

I Number of radial points in the
evenly-spaced grid onto which 1600

input data is interpolated

You can change them on the screen.

Figure 4-154. Setting parameters for dc/dt and WDA.

Setting parameters for dc/dt and WDA. It is recommended that a default value of smoothing percent = 2 be used for
the initial look at WDA data. Smoothing of WDA is required because the derivative is computed using simple
centered divided first differences. For DCDT, set it to zero on the DCDT screen for the initial look. Smoothing can
obscure outliers. You should be aware that a single outlier (i.e. a delta function), with enough smoothing, will be
transformed into a gaussian shape (review your course on convolution.) You don’t want that to happen.

The bottom window with green and blues dots is for selecting the radii to be used in the WD analysis. The three
little windows in the upper right corner are used to establish the radial grid that will be used by WDA. Those values
determine which of the radii in the lower window are represented by crosses and are those radii that can be used for
WD analysis. The green dots, which are selected by right-click-n-dragging over the intersection crosses, represent
those radii that are used in the computation. Those results are written to the report file ending in " WDA.txt";
similarly, the blue dots represent those radii that are used for the average WDA curve and are displayed in the screen.
The blue dot results are written a report file ending in " WDA-avg.txt"
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Choose the radii at which the WDA analysis will be calculated and/or plotted.

First, establish a grid of allowable radii (e g. 6.0to 7.0in steps of 0.01 cm).
Then, choose the radii to be calculated. Finally, select a subset of those
calculated to be plotted.

These are defaults; you can change the radii to be calculated and plotted
during the analysis, but the grid of allowable radii can only be changed here.

[0 720

From

| 0.010

increment of

Radial points for Wide Distribution Analysis (WDA)

Each intersection represents a radius in cm. Click on an intersection to toggle, or drag around multiple intersections.
The number of intersections is determined by settings for From’, Yo', and ‘increment of". Choose default computation set (green) and default plot set (blue).
~— |Left click or drag toggles plot, if computation is enabled. Right click or drag toggles the computation.

0001020304050607080910111213141516171819202122232425262728293031323334353637383940414243444546474849

9000000000000 000000000000000000000000000
650 ...0..........................0............0..0...
700 @

Select alll

BIOSPIN preferences

User preferences SedAnal v6.92.15582 x64 x64 2018-2-21

General | Preprocessor | dc/dt and WDA  BioSpin IContnoI | Control extended | Indefinite seff-association | Compressibilty |

Plot © r— Minimum for fit ——
Et' dguaazomtics # points I 10

" Cubics Range of data |0.5

These are the default values that will be
filled in when you start BioSpin. You can
change them on the BioSpin screen.

[V Show ermor bars

The limits to be used
for sigma in the

Plot ¢

L;:%zc:gseglgtl:hk  log I Scale to be used for
means BioSpin will - (" linear |plotting the input data
scale the data
automatically. -
fo z+1]
min

Figure 4-155. Preferred settings for BIOSPIN
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4.7.4 Weighting Factor preferences - '""Control'" Tab

User preferences SedAnal v6.92.15582 x64 x64 2018-2-21

General I Preprocessorl dc/dt and WDAI BioSpin Control IControI extended I Indefinite self-association I Compressibilfty]

Loading concentration units — [ Loading concentration input
 mol/L for components > 1 @
& g/L {mg/ml) " Ratio to component 1 -
: {* Absolute concentration Maximum number of fitting
| control files to keep in the
"last-used" list

Defaults for weighting (can be ovenidden on control screen) - e

¢ No weighting (i e, all points are weighted equally) each time a fit is done.
- - The number comesponds to the report and
Assign weight based on scan type (interference, Use emors from s :
gl - ; 2 I~ i ; log numbers. For example, fitting with
absorbance, etc). The weight will be 1/(std dev) 2 scan if available RS e
Default standard deviation for MyControl_001.abc, MyControl_002.abc,
Absorbance data |0.005 etc.

Interference data IOOOS—
ntensty data ~ [547723
Fluorescence data IW
Anything else [1—

Figure 4-156. Parameters for the control screen: setting defaults for use of weighting factors.

Parameters for the control screen (Figure 4-156): setting defaults for use of weighting factors. In the preference be
sure to un-click the box labeled '"Use errors from scan if available' as a default. This can be selected later after
you have loaded a run file in the Fitter and you want to use the errors in the third column of the absorbance scan
file. The values shown above correspond to values of the inverse variance (1/c?) typically observed for the various
types of data: you should change these values according to your data type and quality. (Do not use values from the
"plateau region" that was an idea that was never implemented.)

In the case shown here, using fluorescence data from the FDS machine, the noise (i.e. standard deviation of the
noise) on the data was +\- 0.5397 fluorescence units. The inverse square of that is 3.433 and so that value is used
as a weighting factor for that dataset. If these data had been combined with absorbance data whose noise is about
+/- 0.006, a value of 27778 (=1.0/(0.006*0.006) would be entered for that dataset.

" NOTE:

Since version 6.92, the user can enter the standard deviation and SEDANAL will compute the inverse
variance for you.
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4.7.5 Confidence Limits -- Error estimation control: Advanced, Control Extended tab

! NOTE: The Advanced tab can be accessed also from the Fitting Control screen. Choices made there will

apply only to the control file under consideration. Choices made here in Preferences will become defaults but may
be changed from the control screen for a particular run.

User preferences SedAnal v6.14.8909 x64 2014-12-5 [ X |
"General | Preprocessor | de/dt | BioSpin | Control Control extended | Indefinite seff-association |
& Advanced..
" Outputs... Error estimation control |Claverie control | Kinetics/equiibrium cortrol | Fitting | Simulating |
Select % No emor estimation
one

" Bootstrap with replacement (random subsets)
" Monte Carlo (noise added to simulated best fit) Murmber of additional

ts to be dane
Mofse standard deviation IC itz e

" Calculate F-statistics

Confidence

(06827 - 0.

=)

Iﬂ— Allowed errorit D
s Qe confidence
= Initial increments by parameter class (fractional change, except “abs™ are absalute changel—— |
i) IC 03 K, kf, kr IC 1 Ks IC 01 Temp IC 01 Auxl (001
s |0.01 clload |0.05 Ks2 10.01 Dens |0.01 Aurd IC 01
Dens iner IC 01 ien, base IC 0 abs BT (001 YWiscH |0.01
Evt coeff IC 01 piff IC 005 abs G IC 01 Theta IE 01
D IC 01 f/fa IC 005

Formua to use far F
€ F used by Sedénal € Monlin F1 € Seber b wWild eqg 530
& Johnson & Straume eq 35 € Nonlin F2

OK Cancel
| I

Figure 4-157. "Control extended" parameters allow setting of the default parameters found under the
“Advanced...” button on the control screen.
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4.7.6 "Claverie Control".

Advanced

Emor estimation control Claverie control  Kinetics/equilibium control  Fitting ~ Simulating  Non-ideality

|ﬂiti;'ﬂ?:|‘:ﬁ?:ﬂsfe‘: 0.01 Default number of grid points
' - Sedeq Sedvel
Concentration 0.02 Fit data 500

fractional change — —
Simulate data 500 1500

Minimum fraction of total conc- 1e-6
entration to be considered — Grid spacing
Sedimentation time step . Fraction Density
inttial fractional change L (r;menlscus) 1 1
Sedimentation time step 1.02
subsequent fractional change y 2
3
Maximum number of times the time step
can be halved to avoid negative 4
concentrations nearthe base —— Divide the meniscus-base into up
to 3 regions, each with a different
After halving, if there are still () Continue spacing. The least dense is 1.

negative concentrations o Stop

Figure 4-158 Setting Finite Element controls.

v7.95 Page 142/179



4.7.7 Kinetics/equilibrium Controls.
Advanced

Error estimation control ~ Claverie control ~ Kinetics/equilibrium control  Fitting ~ Simulating  Non-deality

Maximum integration 10000

steps allowed
Variables for the equilibration of load
Fractional 4. ¢ concentrations done before each iteration
accuracy required Loa B

Maximum fractional change for all species to 1e-13
Minimum step size 1e-10 declare equilibrated & _
allowed (maybe 0) €'Y

When concft) output is being produced, limit

the fractional change of any concentration to 0.01

Reverse rate constant to be How many times the kinetic integrator step
used when an equilibrium  0.01 size can be halved (nitial step size=1 sec) L

constant is soecfied How many times the maximum number of

) o kinetic integrator steps can be doubled 6_
Convergence criteria for Newton-Raphson successive approximation
Fractional change of conservation+equilibrium 1e-10
function maanitude between iterations
Fractional change of component concentration 1e-8
maanitude between iterations
Inttial equilibration Equilibration during run Equilibrium fitting

Analytic Kinetic Newton- Analytic Kinetic Newton- Analytic Kinetic Newton-
solution integrator  Raphson  solution  integrator Raphson  solution integrator Raphson

BulSt SEulEx BulSt SEulEx BulSt SEulEx
Analytic solution (o] O O O (o] O O O (o) O
No analytic solution O O (o) 0O O O (o)

Figure 4-159. Setting for kinetics and slowly equilibrating systems.

Settings for a system whose re-equilibration is kinetically limited, choose either Kinetic integrator: BulSt or SEulEx,
may be used. For any particular problem, one will be faster than the other: try both.

Inttial equilibration Equilibration during run Equilibrium fitting
Analytic Kinetic Newton- Analytic Kinetic Newton- Analytic Kinetic Newton-
solution integrator  Raphson  solution  integrator ~ Raphson  solution integrator Raphson
BulSt SEulEx BulSt SEulEx BulSt SEulEx
Analytic solution (o] O O O (o] O O O (o) O
No analytic solution O O (o] O O (o] (o]

Figure 4-160 Settings for a system that is in instantaneous equilibrium.
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4.7.8 The Fitting Control tab

Advanced
Error estimation control  Claverie control  Kinetics/equilibrium control ~ Fitting  Simulating  Non-deality
Maximize the fitting window - -
make i fil the s ) Fit méthod Default criterion for fitting
Label plots [ Number plots O Simplex O Chisquare
Display fit statistic for © Levenberg-Marquardt (L-M) © Standard deviation
each cell in plots (O Sum of absolute deviations
Maximum iterations 100000

Maximum number
of runs to plot 12 5

How to set up initial simplex

simultaneously Number of significant figures to 9
Radius (x-axis)  Data fy-axis) display (all are used intemally) ~— (O Posttive increment to diagonal elements
(O Ticks (O Ticks Position for (O Altemating sign changes to all parameters
power of 1.01
O Nether (O Neither o0 OO
Cel # Fit statistic Sedimentation S
Plots of calculated curves Plots of experimental data, residuals Relati velocity fits
r ] Point size r 1 Line - a_twe sta_ndard
) A Col for data = . Col deviation of simplex 1e-9 le-12
Line [~ olor % olor points to exit
width = | === Color/ forresiduals -= ¢ Color
) J Relative change in sum of
Perturb fit and redo squares to exit LM 1515 le15
To improve the fit, you can perturb all parameters after the Relative d‘a'?gf Ir:ll1 le-15 le-15
best fit is achieved, then fit again and choose the better parameters to exit L-
fit. You can either stop after a fixed number of times, or Orth ity of functi
stop if the fit criterion (e g, RMSD) s not improving ogonasty of function  1e.15 le-15
. ) and Jacobian to exit L-M
fractional change
is less than Relative eror in function for 0
Minimum 0 - 0.01 forward-difference approx
Inttial step bound for L-M 100 100
Maximum 0 =

Apply perturbation to the additional fits done for
(Jbootstrap or Monte Carlo. If not checked, only the

original fit is perturbed.

Scale parameters intemally
for L-M

Figure 4-161. Choice if default fitting parameters.

The choice between the default fitting method: Simplex vs Levenberg-Marquardt is made here.

! NOTE: The Advanced tab can be accessed also from the Fitting Control screen. Choices made there will
apply only to the control file under consideration. Choices made here in Preferences will become defaults but may
be changed from the control screen for a particular run.
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4.7.9 Simulating Output Choices

Error estimation control | Claverie control | Kinetics/equiibrium control | Fiting ~ Simulating |

— When generating simulated scan data
¥ OQutput individual scan files (*.IPS, * RAS, etc)

Qutput a cell data file (*.abr), setting the base, meniscus and
V¥ range to fit automatically these can be changed using the
Preprocessor)

Qutput a prototype control file (*.abc), which can be used to fit
[V the simulated data. If you choose this, you probably also want
to select "Output a cell data file".

Figure 4-162 Choice of outputs when simulating (choose them all)

4.7.10 Reports: Output, Control Extended tab

User preferences SedAnal v6.14.8909 x64 2014-12-5 m
" General l Prepmmsorl de/dt I BioSpin I Control  Control extended I Indefinite seff-association I

" Advanced...

e

Select Report |Minima | conci) | conctt) | Logfiles |
@liv= ¥ Produce report files

If checked, a report file will be stored for each fit, containing all
parameters used, and the best fit values of those fitted.

r— Format for report file

¢ Rich text format (RTF)

File includes bold and italic forts, and special characters.
Requires a word processor to view, edit or print.

" Plain text

File includes only standard ASCI| characters.
May be read easily by other programs.

¥ Number sequentially

If checked, report files will be numbered sequentially; if not,
successive fitting runs will overwrite the previous report file

ok | cancel |

Figure 4-163. Control extended parameters also allow setting of the default parameters found under the
“Outputs...” button on the control screen.
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4.7.11 The other “Output ...” tabs

Control Extended-> Outputs->Minima:

Minimum files: "Minima" tab

General | Preprocessor | dc/dt and WDA | BioSpin | Control Control extended | Indefinite seff-association | Compressibilty |

" Advanced...
& Outputs...

a~
one
Report Minima |conc(r)| conc(()l Log ﬁlesl

[V Produce concentration files at minima

If checked, concentrations will be output
every time a new "best fit" (e g, minimum

™ Include dc/dt for all species for selected scan pairs

If checked, concentration |~ First |~ Middle | Last
differences for all species,

standard deviation) is found. Only the . > Also, the pair
latest file for a fit is kept. forthe specfied scan pafs. i the lower | [3275!
scan number

Here, scan numbers are 1-n/2, counting only the scans to be fitted.

Minimum files named as

<control file name>_rrMinnnn txt
Com m=mn (cell)number  nnn=sequence
[V Number sequentially I~ Brief form of minimum files
If unchecked, each minimum file will If checked, minimum files will contain only header and best it
ovenwrite previous fits from the same parameter values, and dc/dt if selected above.
control file.
If unchecked, minimum files will contain observed, calculated, and
If checked, minimum files will be numbered residual for all points in scans chosen below.
to comespond to the cumrent fit.

Scan pairs to include in minimum
In either case, only the most recent (i e,

best fit) minimum file from a fit is kept. “ Al " Selected - -- - - - S Start End
" First,last, everyrth [0 Earl [

5 No more than this,
distributed uniformly | |

o]l o]l o

o]l o]l o

o]l o]l o

ol o]l o

Figure 4-164. Outputs: choose the “min” file formats

At each new minimum during fitting, SEDANAL will write a "minimum" file that contains the last best fit, and the
data with the residuals etc... for plotting the results. The number of scans to be included in the “min” files can be
indicated in several ways by selecting the output format in the lower right section of the Figure 4-164. This format
can be chosen to accommodate your plotting program. Data from all delta-C scan pairs or Selected scan pairs, or
first and last and evenly spaced, or a specified number evenly spaced.
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4.7.11.1 Concentration as a function of radius output.

ouputs ]

Flepottl Minima conc(r) I conc[t]l Log filesl

™ Produce concentration files during simulatiore

If checked, concentrations for every Start at radius IU o
species will be output for each simulated [default = meniscus)
scan. -
End at radius I—
[default = base] il o
Units fi trations Frequency of radial z
i far eaneen points (default = 1) L I |

" g/l [ma/ml)
" mol/L

" scan units

In radial points to be output

This option is only effective for simulation, not for fitting.

Figure 4-165. Ancillary output files

Ancillary output files can be written during simulation that will contain the concentration of each species as a
function of radius at each time point.

4.7.11.2 Concentration as a function of time for the initial equilibration step

outputs =

Heportl Minimal concfr) conclt) lLog filesl

I~ {Dutput concentrations as function of time:

If checked, no fitting or simulation is performed;
instead, a file containing the concentrations of species
during equilibration is stored. This feature is useful for
observing the kinetics of equilibration.

Units for concentrations
" g/l [ma/mL)
& mol/L

Figure 4-166. Kinetics data for the model under consideration.
This has been superseded by the Kinetics function accessible from the Main Menu.
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4.7.11.3 Disposition of various log files

"Repott | Minima | concf) | conct) Logfiles I

[ Output general log

If checked, a log file is stored. This log shows some of the inputs, and the timings for each iteration
of the Claverie procedure.

The log file name will be _Logbd.

[™ Output function minimization log
Show in detail the steps taken by the function minimization procedure. May be useful if the expected fit is not achieved.

The log file name will be _SimplexLog b or _LMLog bd for Levenberg-Marquardt minimization).

¥ Output F-statistics log
Show details of each iteration in the calculations of confidence limits by F-statistics.

The log file name will be _FStatLog.bd.

Figure 4-167. Disposition of various log files

In this example, the "Output F-statistics log" is checked. Check this. The other two are for debugging purposes.
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User preferences SedAnal v6.77.14963 x64 x64 2017-10-11

General | Preprocessor | dc/dt and WDA | BioSpin | Control | Control extended  Indefinite self-association

Indefinite self-association

Maximum

number of

n-mers

N-mer concentrations are calculated until either the “smallest n-mer" or "maximum
n-mers" limit is reached. Weighted s and D are computed using the n-mer concentrations.

— Polymerization method (isoenthalpic only)
% Conservation of radius

" Conservation of length

" Conservation of length / radius

Exponential coefficients for s dependence
sfi) =s(1)yEXP(@3x*+a2x*alx+al) x=Ini

Enter either as integer numerator and denominator,
or as real numerator, leaving denominator blank

| © | o | 2 | 0
T T T
a3 a2 al a0

oK | Cancel

Figure 4-168. Setting the default parameters for indefinite self-association reactions.

Setting the default parameters for indefinite self-association reactions. The coefficient for al is 2/3 in this example
and signifies that the values of the sedimentation coefficient of each of the oligomer are based on the si\alpha M;*?
relationship for oligomers that all have the same frictional ratio: this has been used traditionally. However, the
other coefficients allow one to select any relationship between the sedimentation coefficients of the oligomers and
can be determined using bead models, for example, or by other appropriate means.
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4.7.12 Fitting preferences

User preferences SedAnal v7.71.23705 x64 x64 2022-5-21 Windows 10.0.22000.434

General Preprocessor dc/dt and WDA BioSpin Control Control extended
i © Advanced... Advancec
(O Outputs... -
Error estimation control  Claverie control ~ Kinetics/equilibrium control ~ Fitting
Maximize the fitting window
Select O (make it fill the screen) Fit method
one O Simplex

& Label plots Number plots
© Levenberg-Marquardt (L-M)

(L] Display fit statistic for
each cell in plots
Maximum number Maximum iterations 100000
of runs to plot 12 5
simultaneously Number of significant figures to
Radius («-axis)  Data {y-axis) display (all are used intemally) ~—
(O Ticks (O Ticks Postion for
O Grid O Grid - 1@ [-1@)
ONether O Neither oo 0O
Cell # Fit statistic
Plots of calculated curves Plots of experimental data, residuals
< Point size Line
| Line [~ Color fordata |5 Color
) 2 | === Color' forresiduals -= Color
Perturb fit and redo

To improve the fit, you can perturb all parameters after the
best fit is achieved, then fit again and choose the better
fit. You can either stop after a fixed number of times, or
stop if the fit criterion (e . RMSD) is not improving
fractional change
is less than

Minimum 0 = 0.01

Maximum 0 =
Apply perturbation to the additional fits done for
() bootstrap or Monte Carlo. If not checked, only the
original fit is perturbed.

Indefinite seff-association Compressibility SedAnal updates

Simulating  Non-deality

Default criterion for fitting

(O Chisquare
© Standard deviation
(O Sum of absolute deviations

How to set up inttial simplex

(O Posttive increment to diagonal elements
(O Atemating sign changes to all parameters
© MOD+INT power of 1.01

Sedimentation

velocity fits Equilibrium fits
Relative standard
deviation of simplex 1e-9 le-12
points to exit
Relative change in sum of
squares to exit L-M Te-15 Te-15
Relative changein 4__ :
parameters to exit L-M le-15 le-15
Orthogonality of function 151 1e-1
and Jacobian to exit L-M &1 e15
Relative emor in function for 0 0
forward-difference approx
Initial step bound for L-M 100 100

Scale parameters intemally
for L-M

Figure 4-169. Fitting preferences.

The “MOD+INT power of 1.01” button causes each element of the initial simplex to be filled with a different
number. The “Positive increment ...” button alters only the diagonal elements of the initial simplex. Don’t use the
“Alternating sign ...” button; we don’t remember what it does.
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4.7.13 Simulation Preferences

Advanced parameters

Error estimation control I Claverie control I Kinetics/equilibrium control ] Fitting ~ Simulating ]
When generating simulated scan data
[V Dutput individual scan files [*.IPS, * RAS, etc)
Output a cell data file [*.abr), setting the base, meniscus and

[V range to fit automatically (these can be changed using the
Preprocessor)

Output a prototype control file [*.abc), which can be used to fit
[V the simulated data. If you choose this, you probably also want
to select "Output a cell data file".

Figure 4-170. Fitting and Simulating Preferences - choosing output files: check them all.

4.8 BIOSPIN

BIOSPIN is the program originally developed by Dennis Roark and David Yphantis to compute point-by-point
molar mass averages as a function of the local cell concentration from sedimentation equilibrium data (D.E. Roark
& D.A. Yphantis, 1969). It has been implemented as a subprogram of SEDANAL. The reader is referred to the
original literature for further information. In addition to the point-wise number, weight, Z- and Z+1 molar mass
averages, it also computes several of the so-called “charge-independent” molar mass averages that are independent
of the second and higher virial coefficients: the Y1, Y2, Y3, etc... averages. (Yphantis & Roark, 1972). The
charge independent averages are useful for analyzing systems under non-ideal conditions. The original BIOSPIN
user manual can be downloaded from https://sedanal.org/biospin_manual.pdf.

4.9 SIMULATING DATA

To simulate XLA/I or Multi-wavelength data, select "Fit preprocessed data" from the Main Menu. When the
Control Screen appears, click the "new" button and either create a new "experiment" folder or select an existing
“experiment” folder in which the simulated data files will be stored. Then click the button labeled "Simulate data";
the screen will change to the simulator screen. Now select a model from the drop-down "Model to be fitted" list.
Enter the number of points to be used for the grid between meniscus and base. Enter the molecular parameters in
the "Molecular parameters" boxes.

In the bottom panel, select the optical system; indicate whether it is a velocity or equilibrium experiment: enter a
comment; specify the meniscus, speed, base and loading concentration. For a velocity run enter the total number
of scans and the time between scans. Now enter the magnitude of normally distributed random noise to add to the
simulated data.

The window labeled "Bottom time, sec" will display the total time for the slowest species to reach the bottom of
the cell. You can adjust the total number of scans and time between scans as you desire.

When all the boxes have been filled, click "Store control file and start fit" to start the simulation and to save the
simulation control file. The simulated data files will have names of the form 000nnn.IPs or 00nnn.RAs and will be
in XLA/I standard format. The simulated data, *.IPs or * RAs files, will be stored in standard time and date
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subdirectories of the experiment directory which was selected when you clicked on the "New" button. The time
and date used for the path name will be the same as the time and date of the simulation run. The simulated XLA/I
data files are recognized and can be processed like any other XL A/I data files by SEDANAL or other programs.

Simulation can generate a cell data (run, or .abr) file, as well as the usual scan files. The run file's name is
YYYYMMDD simHHMMSS.abr, and it has the meniscus and cell base from the simulation, and the range to fit
is (meniscus+0.05) - (base-0.1) (i e, 5.95-7.1 for m=5.9 and b=7.2). It can also write a prototype control file that
can be used to fit the simulated data. To turn on either of these features go to the "Advanced ..." button and click
on the "Simulating" tab and select the appropriate buttons. A prototype fitting control file can also be produced by
clicking the appropriate button below:

General Preprocessorl dc/dt and WDAl BioSpin I Control Control extended I Indefinite seff-association |

ot

" Outputs... o
* Emor estimation control I Claverie control l Kinetics/equilibrium control | Fitting Simulating I
Select —When generating simulated scan data
one [V Output individual scan files (*.IPS, *.RAS, etc)

Qutput a cell data file (*.abr), setting the base, meniscus and
[V range to fit automatically these can be changed using the
Preprocessor)

Output a prototype control file (*.abc), which can be used to fit
[V the simulated data. If you choose this, you probably also want
to select "Output a cell data file".

Figure 4-171. Choosing output files: Preferences -> Control extended -> Simulating.
Choose them all.
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E] Control parameters for fitting run

Control file

SedAnal v7.95.30261 x64 x64 2025-1-16 Windows 11 (10.0.22621.4391)

- m] X
ST Store control file
Browse| [New| [B Chi-square Right-click on a parameter and simulate
Standard deviation to have it held constant Show
viati while fiting o
Model to be fitted o Last ¥ Sum of absolute deviations = — lirnits Store control
i onstanl file only
Number of points between 500 Model editor Shift-click on a Advanced...
i I arameter to set limits . i :
meniscus and base of cell Py— p TR () Use deleted points Output files .. Package... Cancel
nalyze data
Osinisndua | ET & N § § § N
Kinetic p ters in molar units
Keq Kf ke Parameter 1
Reaction 1 Parameter 2
| Parameter 3
Reaction 2
Parameter 4
Reacti
eaction 3 P tetls
Reaction 4 Parameter &
Reaction5 Parameter 7
Reaction & Parameter 8
N Loading conc
Optics Meniscus, Speed, Base of &,
O Interference Description cm pm of cell, cm g/l
O Absorbance 59 50000 72
Type of run . . . . 4 »
© Sedimentation velocity 1 Experiment information... Synthetic boundary...
quilibrium ptical path length, cm ime for slowest sp 0 reach—
Equilibri Optical path length 0 Time fe () t ch
- . Standard deviation of noise to be added _
Total so ;;ans to be a0 (leave blank or set to zero for no noise). Bottom SEC
First scan, sec 100 For multi-wavelength, wavelength-dependent Equilibrium sec =
’ noise can be added using Noise vs
Time between scans, sec 100 wavelength button below left.

Multi {

() Multi-wavelength
not ML (0)

Scan format

MWL schedule

1500 0 ] ... |
Output grid Radius Path of output .abr file, if any.
size, points noise Leave blank to use defaults, enter a filename to use the default directory, or a complete path.

() Compress .abr

<= Output signal <=

Figure 4-172 Control screen after selecting "simulate"
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Other features:

4.9.1 Saving a “package”.

A package consists of all the files required to reproduce the current fit. It is useful for debugging purposes if an
“anomaly” occurs and SEDANAL is misbehaving. The package is a zip file containing the control file, the run
files, the Model file needed to reproduce the fit, and several other relevant files. A package is also a convenient
vehicle for sharing a dataset with another researcher. The package zip file is stored in the curent "experiment”
folder. A Package can be generated by clicking on the “Package” button on the Fitting Control Screen:

T

Dutput files ... I Package...l I

Figure 4-173. Generate a Package

4.9.2 Output of initial reaction time course.

(See paragraph 2.10- “Kinetics Simulator” for a more user-friendly and comprehensive way of
computing the kinetics.)

Kinetics: To write a file of the time course of the initial equilibration of a particular model, click on the “Output
files button and select the “conc(t)” tab and check the “Output concentrations as a function of time” box. Then
select the units for the concentrations

| S

Cancel |

Output files ... Package...l

Figure 4-174. Output files

4.9.3 Outputting the time course of the initial equilibration step

When the “Store control file and ...” button is clicked, only the kinetics of the model are calculated and a
file named after the control and report files is written. No fitting will be done in this case.

If the control file is named xxxxxx.abc, the report file will be named xxxxxx_Report001.rtf and the
kinetic time course will be found in a filed named: xxxxxx _Equilibration.txt. Remember to unclick the
“Output concentrations as a function of time” box when you are done.

Heporl] Minimal concfr) conc(t) lLog liIesI

[V Dutput concentrations as function of time

If checked, na fitting or simulation is performed;
instead, a file containing the concentrations of species
during equilibration is stored. This feature is useful for
observing the kinetics of equilibration.

Units for concentrations
" g/l (mag/mL)
& mol/L

Figure 4-175. This feature has been replaced by the Kinetics Simulator described in Section 4.10
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4.10 Kinetics Simulator

A general purpose kinetics simulator has been added to SEDANAL and is accessed from the Main Menu
(Figure 4-23) by clicking the Kinetics button. The kinetics simulator can handle any model that can be represented
in the ModelEditor. When the kinetic simulator screen is first opened, a blank screen showing the possible
combinations of 28 species and 27 reactions. One should click on "New" to create a new kinetics control file, or
select a previously used control file from either the drop down menu or by browsing for it.

E‘ Kinetic calculations SedAnal v7.67.23198 x64 x64 2022-3-21 Windows 10.0.22000.708 - m} X

Control file

O Chi
! Browse] (New] (6] O Chisauae

Store control file,
do kinetic

calculation

Developer Show
Model to be fted V] et ca s Store contrl
file only
Model editr Advanced
Indefinte sel-asshn Oubutfies..  Packags,. | Cancel
Ean
A B c ) 3 F G
Kinetic parameters in molar units —
Keq K ke
Reaction 1
|
Reaction 2
Reaction 3
Reaction 4
Reaction 5
Reaction §
Initial concentrations in mol/L
A H o v
B 1 P w
c bl Q X
D K R Y
E L S z
F M T AA
G N u BB
¥4l Kinetic calculations SedAnal v7.67.23198 x64 x64 2022-3-21 Windows 10.0.22000.708 - o0 x
Control fle Store control fle,
O Chissquars do kinetic
Browse New B caleulation
Developer  Show
Modeltobe fited | 2A=A2, 24244, 284=48 (A=A2282=A4% v L8t Clils ks | Store contiol
i file only
Model editor Advanced
Indefinie self-ass'n Output files Packae Cancel
Eaqn
A a2 a4 28
Kineic parameters in molar urits
Molar mass (a/mole)  100k3 200000 400000 500000
Kea Kt ke
on-82 1e8 14
82-A4 167 163
284 =A8 166 1ed
Initial concentrations in mol/L
A le6
A2 S
A4 ]
A3

Figure 4-177 Kinetics control screen for the Model 2A=A2; 2A2=A4; 2A4=A8
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For example, for the model A+B=AB, B+AB=AB2 molar masses of A and B are 20,000 and 50,000 g/mol,
respectively. The forward and reverse rate constants for the first and second reactions are 2 x 10* M!s!, 0.01 s,
and 0.5 x 10* M"!'s™!, 0.01 s7!, respectively. The initial concentrations of A and B are 1 x 10% and 2 x 10°°M,

Advanced ...

Indefinite self-ass'n

20e3 50e3 70000

Output files ...

120000

Initial concentrations in mol/L

respectively.
r
E| Kinetic calculations SedAnal v7.91RC12.28662 x64 x64 2024-5-23 Windows 11 (10.0.22621.3374)
Control file
TEST KC\a&+B=C Browse New B
Model to be fited  4+B=4B AB+B=4B2 v| sy
Model editor
Egn
Kinetic parameters in molar units
Keq K ke Molar mass (g/mole)
A+B=2AB 2ed 0.01 a
B +AB =AB2 0.5e4 01
Le6
BERN  2e6
P 1e2
e e

Show
limits

Packaae...

-
O X

Store control file,
do kinetic
calculation

Stare control
file only

Cancel

Make sure you select one of the two methods to solve the kinetic differential equations under the "Advanced >

Kinetics/equilibrium control" tab:

Analytic Kinetic Newton-
solution integrator  Raphson
BulSt SEulEx

Iniudl equmoiguorn

Analytic solution

O O O O

No analytic solution
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Clicking "Store control file and do kinetic calculation" results in the following display.

(m]

CLOSE

DEFE RO

Fitting started 2024-05-26 12:11:56 WALTERC786 Control file: CASEDANALNTEST RC10 KINETICSATEST KC\A+B=C.abc
Initializing simplex1/1 Fitting original input Pl
lot on/off

Kinetic int (Bul-5t) is being used to solve the chemical kinetics

e A —

e B —

® AB —

® AB2 —

1.59-%

Figure 4-178 Screen dump of kinetic simulation

The point density and/or time span, and other aspects of the display can be adjusted:
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Set f'le . Hpoints Show kinetic plot for times
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Kinetic int (Bul-5t) is being used to solve the chemical kinetics e — o e
DEEEOE |
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e B —
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® AB2 —
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Point size on plots () Show scaling details
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Kinetic calculator
|
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Clicking on the black dot next to the species name will toggle that plot on or off

eeee
> > m>
eece
> > m>

These data will have been written to a file whose file name will have the following form:
New_Control Filename Equilibration.txt.

The text "New_Control Filename" will be replaced by the name you gave the control file after you pressed "New"
or changed the control file name after loading an existing control file with either the "Last" or "Browse" buttons.

These simulated data can be read into your favorite plotting program to produce a plot more to your liking::

New_ Control_Filename_Equilibration
2.00010°

1.50010°

1.00010°

Concentration (mol/L)

5000107

0.000 10° I
0.0 50.0 1000 1500 2000 250.0 3000

Time,_sec

Figure 4-179 Plot of molar concentrations as a function of time.
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Plot of molar concentrations as a function of time for the system A+B=AB; AB+B=AB2 (Figure 4-179). The
forward and reverse rate constants for both the first and second reactions are 1 x 10* M!s™!, 0.01 s°!, respectively.
The initial concentrations of A and B are 1 x 10® and 2 x 1075, respectively.

Here is another example with the same equilibrium constants but the second reaction forward and reverse rate
constants are one tenth those the previous example.

New_Control_Filename_Equilibration
2.00010°

1.50010°%°

1.00010°

Concentration (mol/L)

5000107

0.000 107

0.0 500.0 1000.0 1500.0 2000.0

Time,_sec

Figure 4-180 Plot with same equilibrium constants; but rate constants for the second step are 1/10 those of
the first example above (Figure 4-179).

Another plot (Figure 4-180) with same equilibrium constants but forward and reverse rate constants for the
second step are 1/10 those of the first example above. The forward and reverse rate constants for the first and
second reactions are 1 x 10* M's™1, 0.01 s}, and 1 x 10° M"!s!, 0.001 s!, respectively. The initial concentrations
of A and B are 1 x 10% and 2 x 10, respectively
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4.11 Scripting: fitting and simulation

The script functionality is rudimentary at present, to give us a chance to experiment with it and find out what is
useful and what isn’t. Not all the error-checking or UI features are present.

The script files must be in the User data directory, and have an extension of .abs. Script files are created and
modified with a text editor.

4.11.1 Scripting commands:
The initial line of the script must be exactly

SEDANAL script 1

The following commands may be included in a script:

Command Meaning Example
MENU FIT | Equivalent to clicking Fit preprocessed MENU FIT
data on the main menu.
LOAD Specify a control file to be loaded; LOAD
controlFile controlFile can be either the name of a MyExperiment\ABCD Fit

control file (see below), or SLAST.

MODIFY Change the value for a kinetic, molecular, or | MODIFY K(1)=K(1)/10
expression cell parameter from the value in the control
file, and as previously modified. The
symbols and format of the expression are the
same as in the equation editor.

FIT Equivalent to clicking Store control file FIT

and start fit on the control screen. See note

below.
blank lines These lines are ignored. [this line intentionally left blank]
comment These lines are ignored, except for checking | // This is a comment
lines spelling, grammar, and clarity of style.
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A typical script file might look like:

P mon-tet-script.abs - Notepad

File Edit Format Yiew Help
Fedanal script 1

MENU FIT

LOAD SIM_mon-tet.abc

FIT

LOAD SIM_mon-tet.ahc
MODIFY L(1,1)=L(1,1)/3.0
FIT

LOAD SIM_mon-tet.abc
MODIFY L(1,1)=L¢(1,1)/9.0
FIT

Figure 4-181. typical script

This particular script was used to simulate a dilution series of a monomer-tetramer system creating three abr files
for 1 to 3 serial dilutions of the monomer tetramer system that was specified in the "SIM_mon-tet.abc" file. This
script will load the original control file and perform the simulation; then reload it and simulate again with the
loading concentration divided by 3; and then repeat with the loading concentrations divided by 9. This is very
useful for generating large datasets for exploratory studies of interacting systems to help in designing experiments.

4.11.2 Specifying control files in scripts

The control file is identified by the following rules:

1) If it’s just a name, the complete path is completed by trying the directory of the most recent control file
loaded, then the most recent control file stored for this instance of SEDANAL, then the most recent control
file stored for any instance of SEDANAL. The idea is that SEDANAL tries to guess what you mean if you
justsay, e g, ABCD Fit.

2) If it is a directory followed by a name (e g, MyExperiment \ABCD Fit), the directory is assumed to
be in the user data directory.

3) Anything else is a complete path (e g, C: \SEDANAL\User data\MyExperiment\ABCD Fit).

4) If the control file name does not end in . abc, the extension is added. Thus, ABCD Fit and
ABCD_ Fit.abc mean the same.
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4.11.3 Storing scripting control files

To avoid modifying the original control file, when you have FIT in a script, the control file is stored with
the suffix “ script001”. For example, if the script in the example column above is run, the name of the
control file with K a factor of 10 smaller will be ABCD Fit script001l.abc,and ABCD Fit.abc
will not be changed.

When a script file has been loaded, the following screen will appear:

SedAnal is running under control of a script |

IC:\SedAnaI\User_Data\test scriptsimonomer-tetramer Z| Browse...
Cancel

MENU FIT
LOAD SIM_maon-tetabc

FIT

LOAD SIM_mon-tetabc

o s ‘ L'j

Figure 4-182. Script control

The script is initiated by clicking on "Run script".

4.12 Keyboard Shortcuts

There are several keyboard shortcuts that work from the Main Menu.

Key Action
porP Preprocess centrifuge data
dorD de/dt
forF Fit preprocessed data
lor L Reload the previous fit (same as L + LAST)
borB BIOSPIN
eorE Equilibrium calculations
qorQ Preferences
korK Kinetics
sorS Script
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horH Help

m or M Model editor

X or X Exit

4.13 Help
The help files can be accessed from the main menu. By either selecting "Help" from the main menu or by
found on most screens.

clicking on the "yellow-question-mark-on-a-red-background"

You will see a window like this:

E? SedAnal Online Help - o X
SE o

Hide Each Print  Options

Contents I Search I

@ Overview of SedAnal
Q Installing and upgrading SedAnal
@ Preprocessing scan files SEDANAL is software for analyzing and

@ Concentration profile time-derivative ar 51mu1atmg analytlcal ultracentrifuge
0 Fitti d i
@ Fiting scan data data. The package also included

SEDANAL overview

@ Scripting 1a.

@ BioSpin utilities for related purposes.

@ Model editor

g Eﬁ;ﬁ:;mm When SEDANAL starts, you will see the
@ Troubleshooting main menu:

@ Change logs

Build Release date
CPU,bits

Version

(Ml SedAnal v5.76.3986 1A32 2011-9-14 XPP
Sedimentation analysis software by Peter Sh

Preprocess centrifuge data v
W Read centrifuge scan files or ce
< >

< >

Figure 4-183 SEDANAL On-line Help
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Be sure to peruse the Change Logs for important information:

4.14 Exit

Self-explanatory ... bye...

B Ql] Change logs

=] Known bugs

=] Changes in v7.91 2024-5-23 RC12
£] Changes in v7.90 2023-10-24
=] Changes in v7.89 2023-84
£] Changes in v7.88 2023-6-26
=] Changes in v7.87 2023-5-22
=] Changes in v7.86 2023-4-11
=] Changes in v7.85 2023-3-22
=] Changes in v7.84 2023-2-27
=] Changes in v7.83 2023-1-10
=] Changes in v7.82 2022-12-16
=] Changes in v7.81 2022-10-27

=] Changes in v7.80 2022-5-27
=] Changes in v7.79 2022-9-14
=] Changes in v7.78 2022-9-12
=] Changes in v7.77 2022-8-9

=] Changes in v7.76 2022-7-5

=] Changes in v7.75 2022-6-16
=] Changes in v7.74 2022-6-3

Changes in v7.73 2022-5-31
Changes in v7.72 2022-5-27
Changes in v7.71 2022-5-21
Changes in v7.70 2022-5-17
Changes in v7.69 2022-5-5

£] Changes in v7.68 2022-4-28
g Changes in v7.67 2022-3-21

=] Changes in v7.66 2022-3-3

e Jfo Jfun

1

Figure 4-184 Change Logs
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5 Background Theory

The curve fitting portion of SEDANAL is designed to analyze sedimentation velocity and sedimentation
equilibrium data from interacting systems composed of multiple macromolecular components.

First, a few words about components, species and reactions:

In the context of this discussion, a component is an electroneutral macromolecule or several molecules related by
chemical reaction that can be added or removed, at least conceptually, from a solution independently of other
molecules. A component may be composed of several macromolecular species. Species interact through chemical
reactions. In general, the number of components is equal to the number of species minus the number of chemical
reactions. At constant temperature and pressure (Actually, we are assuming here that the solution is
incompressible.), the number of degrees of freedom is equal to the number of components. For any given values of
the equilibrium constants, the composition of the solution (i.e. the amount of each species) is determined by the
total concentration of each component at each position in the centrifuge cell.

An example of a single component, multi-species system is a monomer-dimer, rapidly reversible self-associating
system. The monomer and dimer are in equilibrium with each other and, therefore, cannot be added to or removed
from the solution independently. This is why they cannot be separated on a gel filtration column, for example. As
soon as some dimer and monomer become separated either the monomer reassociates to form more dimer or the
dimer dissociates to form more monomer. At any given temperature and pressure, the amount of monomer and
dimer present is determined completely by the total concentration of the component and the equilibrium constant
for the dimerization reaction. This is a one component system composed of two species with one chemical reaction
between them. If this were a monomer-dimer-tetramer system, it would be a one component, three species system
with two chemical reactions between them. It would have one degree of freedom such that the amounts of
monomer, dimer and tetramer at each point in the boundary would be uniquely determined by the total
macromolecular concentration at that point.

Similarly, consider a system composed of two components, A and B that interact to form a complex, C. Let C
interact with another molecule of B to form D. This is a two component system which is composed of four species
that are related by 2 chemical reactions. The system has two degrees of freedom, the total concentrations of A and
B, respectively.

A+B=C K1=ki¢kir
C+B=D K2=ka¢’kor

However, if D were composed of 1 mole of A and 2 moles of B but was not in equilibrium with C and B, it would
be a third component. This system would have 3 degrees of freedom, the total concentrations of A, B that participate
in the reactions and the total concentration of D. In principal, D could be removed from the system by gel filtration
without being reformed from C and B. D might be a covalently cross-linked aggregate, for example. So ...

Number-of-components = number-of-species - number-of-reactions
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5.1 Sedimentation Velocity Theory:

5.1.1 Concentration time-difference curves.

Consider the signal obtained from the centrifuge. Whether it is fringe displacements, absorbance or fluorescence,
it is a function of both time and radius, call it S(r,t). After S(r,t) has been preprocessed to remove optical jitter and
integral fringe shifts, it is composed of the contribution from the true concentration distribution, C(r,t), which is
also a function of time and radius, as well as a background optical (systematic error) component, B(r), that is time
independent and a function of radius only. The signal, S(r,t), also has stochastic noise included with it. We have

S(r,t) =aC(r,t) + B(r) + noise

where a is the conversion factor (also known as the extinction coefficient) between concentration (g/L) and either
fringes, absorbance or fluorescence.

We can remove completely the time independent background component, B(r), of the signal by subtracting any
two experimental curves, say at times t; and t>.

S(r,t,) =alC(r,t,)+ B(r) + noise
S(r,t)) =aC(r,t,)+ B(r) + noise

AS(rt,,1,) = AaC(r,t,,t,) + 0 + /2 noise

The time difference curves, AS(r,t1,t2), are proportional to the concentration difference curves, AC(r,t1,t2) but have
no time independent systematic error. The irregular, time dependent, systematic, error from the optics (often
referred to as jitter) will have been removed at the preprocessing stage. The data to be fitted, AS(r,t1,t2), have only
stochastic errors which makes them suitable for least squares fitting.

SEDANAL fits to the time difference curves AS(r,t1,t2) for any set of parameter guesses by generating concentration
curves, C(r,t1) and C(r,t2), corresponding to times t; and t2, and subtracting them to form aAC(r,t1,t2). The root
mean square residual is computed as the triple sum over all the points, scans and cells.

1/2

L M N
1 2
RMSD = TMN ; Jz_:l oo [AS,W (Ti, tj, tj—i—M) — OéACk’j (T'Z', tj, tj+M)]

where k is the cell number, L is the number of cells, j is the difference curve index, M is the number of difference
curves and 2M is the total number of scans, jand j+M are the indices of the scans being subtracted, N is the number
of radial points in each difference curve, and i is the radial point index.

SEDANAL can also minimize reduced Chi-Square for cases in which datasets are combined from different
optical systems that have different relative signal strengths and noise levels. In this case we, minimize the sum of
the squares of the weighted residuals, as normalized by the variance of the noise on the data. For example, noise
levels on interference data are typically on the order of +/- 0.005 fringes, while the noise on absorbance data is in
the range of +/- 0.004-0.006 A.U. and noise on fluorescence data might be +/- 200 arbitrary signal units. So when
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data from, say, absorbance and fluorescence optics are combined, we will calculate the normalized residual where
o is the standard deviation of the raw data.

2

2 _
Xred —

1 Z i Z ASk,j(ristj,tjym) — aACy,;(ri, by, titm)
LMN 2 24 2 Tijk

Summed over points, scans and runs.
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Choose a series of scans to be analyzed
(e.g. 14 scans) with the Preprocessor

Subtract scans in pairs to generate Ac
curves to eliminate time independent
background (e.g. Cs-Ci, Co-Cs...)

Fit to the Ac curves

(from which time independent systematic
errors have been eliminated by the

cuthtractinn)

AC

aaaaa

0.80

0.60 -

0.40

0.20

0.00

#7
#14

5.8

0.60 [
0.40 |
0.20
0.00 [

-0.20

Figure 5-1 Schematic of the procedure used by SEDANAL for fitting time difference curves

7.2

0.20

5.1.3 Procedure used by SEDANAL for fitting time differnce data.

The figure above (Figure 5-1) schematically outlines the basic procedure used by SEDANAL to fit the time

difference data, Ac vs. radius.

The rmsd or chi-square is minimized with respect to the model parameters using the simplex directed search method

of Nelder and Mead (1965), or the Levenberg-Marquardt (1944, 1963) method.

The numerical solutions to the Lamm equation are generated using the finite element method as described by
Claverie, (1975, 1976), with corrections and enhancements introduced by Todd and Haschemeyer (1981, 1983).

The general fitting approach, using numerical solutions to Lamm equation and the Claverie procedure, is based on

the method of Todd and Haschemeyer, (1981)

The kinetic differential equations are solved using the Bulirsch-Stoer (BulSt) algorithm with Richardson
extrapolation. (Numerical Recipes in FORTRAN), or by the Semi-implicit Euler extrapolation (SEulEx).

(Numerical Recipes in FORTRAN)
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5.2 Sedimentation Equilibrium Theory
5.2.1 Ideal Case:

For a thermodynamically ideal, incompressible system we have for each species that
c(r) = c(ref)exp(o(E -, ))

where o is defined as 0= M (1 - v,())a)2 IRT , £=1r%/2 and &rer=r’ret/2 Where Irer is an arbitrary reference radius usually

chosen as the first data point. The value of c..f can be related to the loading concentration by invoking conservation
of mass and noting that the concentration at the beginning of the run is uniform and equal to the loading
concentration, C,. Invoking conservation of mass, the total amount of macromolecule, T, in the cell is given by
multiplying the concentration by the volume:

T=h [ ¢ ds = hoe (&, -&,)

since this quantity doesn’t change with time the following must also be true at equilibrium:

&y &y
T=h6[c(§)d& =0 [ ¢, exp(o(§-&,,))dE
& Em

T hé% [exp(g(g - i;:ref)) - exp(a(&m - gref))]

Now we can equate the two relationships, and after dividing both sides by 46, write:

c & -8) = [erofofs -, ))-enfofz. -,

and

= gt yfonlls - ) el -5, ]
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and so crras a function of the loading concentration ¢, is given by

- ol -,)
"f [eXP(O(Eb - Srqf)) - exp(o(g’” =S ))]

C, can be computed from C,.r if the position of the meniscus and the base of the cell can be determined with
satisfactory accuracy.

For non-interacting systems each species’ loading concentration can be related to its value of crr in this way,
independently of the other species. (In this case, each species is also an independent component.)

For reversibly interacting systems, on the other hand, the law of mass action has to be taken into account. This
leads to somewhat more complicated, but still easily solvable relationships between the loading concentrations

each component and the values of ¢, for each species in equilibrium.

We will consider two reversible systems as examples: a monomer-dimer self-association and a simple one-to-one
heterodimer association.

5.2.1.1 Monomer-dimer:

[c

2A= A, ki, = B
& &,
T=h0 [ c()d& =h0 [ ¢, ., exp(0(§ =&y )+ €, €xD(203(E - E,r ) dE
En &
¢ (&, -E,)= %[exp(o(sb ~&.,))-explo(, ~5.,))]+ Czaf [exp(201(5, -&,,)) -exp(20,(5, - £,,))]

Now, invoking the Law of Mass Action, we can substitute for ¢2,.r and write:

(& ~&,) = 2 [exp(o(g, - &) -exp(o(5, -5, )]+ k"%j"'f[exp(zol (- &.))-exp(20,(5, - &.,))]

1 1

This can be solved easily for ci r with the quadratic equation for the monomer-dimer system. For higher oligomers
and polydisperse self-association, the equations must be solved by successive approximation (e.g. Newton-Raphson
iteration).

5.2.1.2 Hetero-Association:
Now for the hetero-association,
CaB
A+B=AB K,,=—"

Conservation of mass for each component, A and B, requires
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Cao= CA—Jef[eXP(UA (‘;:h - <§ref)) - eXp(GA (Em =S ))] *

(& -8,)o,
M, Ky AsefCB re
[MAB } (&, - gn)(:;i +J;73) [exp((aA +0y )(gb - gref)) - exp((aA +0, )(‘gm _ gref))]

Cpo= (&C_Bﬁ[exp(atf (Eb =& )) - exp(UB (g’" B Sref))] *

B Kp5C areC p.rer
[AA/;[AB } (Eb -£, )(GA + 03) [exp((oA + 0y )(gb - gref)) — CXp((OA +0, )(gm _ ‘Sref))]

This pair of equations can be solved for c4r.rand cs,s, given values of c4,, and cp,, €asily by rearrangement into
an analytical expression. More complicated stoichiometries can be solved easily by successive approximation (The
Newton-Raphson method works nicely in the general case). Success in fitting multi-component systems globally
to multiple datasets requires accurate knowledge of the meniscus and base positions (especially the base position)
in order to estimate the correct values of c.r from the conservation of mass relationships.

5.2.2 Non-ideal Case:

For a thermodynamically, non-ideal, incompressible system we have :

This has been updated- see above.
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6 APPENDIX A: HELP FILE and CHANGE LOG.

See the built-in Help file that accompanies SEDANAL. It can be accessed either from the Main menu or from
any screen that has the yellow-question-mark-on-a-red-background symbol:

2 SedAnal Online Help = O X

W & & O

Hide Back Print Options

Contents  Search

® Ovorviow of SodAna Overview of the change log

Q Installing and upgrading SedAnal

@ Preprocessing scan files The change log lists the changes made in each version of SedAnal. Changes may
@ Concentration profile time-derivative analysis add new functionality, correct errors, speed up execution, improve the user
%] Fitting scan data interface, or make the program more compatible.
£] Kinetic calculator
) - .. es are listed by version number and the release date. Usually, you will use
g;‘;"g;:‘-‘ Changes are listed by ber and the release date. U you will
@ Model editor tl%e change log after you have installed a new version of SedAnal, to see what is
@ Preferences different.
[£] Equilibrium calculations
2 Q Troubleshooting Since the help files can be viewed without installing SedAnal, you can also use the
=@ ugs change log to help decide whether it makes sense for you to upgrade an older
) Changes in v7.91 20245:23 RC12 version of SedAnal, by looking at the changes which have been made, and
[£] Changes in v7.90 2023-10-24 deciding whether any have value for your use of the program.

[£] Changesin v7.89 2023-8-4
[£] Changes in v7.88 2023-6-26
[£] Changes in v7.87 2023-5-22
[£] Changes in v7.86 2023-4-11
[£] Changes in v7.85 2023-3-22
[£] Changes in v7.84 2023-2-27
[£] Changes in v7.83 2023-1-10
[£] Changes in v7.82 2022-12-16
[£] Changes in v7.81 2022-10-27
[£] Changes in v7.80 2022-9-27
[£] Changes in v7.79 2022-9-14
[£] Changes in v7.78 2022-9-12
[£] Changesin v7.77 2022-8-9
[£] Changes in v7.76 2022-7-5
[£] Changes in v7.75 2022-6-16
[£] Changes in v7.74 2022-6-3
[£] Changes in v7.73 2022-5-31
[£] Changes in v7.72 2022-5-27
[£] Changes in v7.71 2022-5-21
[£] Changes in v7.70 2022-5-17
[£] Changes in v7.69 2022-5-5
[£] Changes in v7.68 2022-4-28
[£] Changes in v7.67 2022-3-21
[£] Changes in v7.66 2022-3-3
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7 INDEX

"

abbreviated boot-strap procedure.......nn 114
absorbance
Adv button
Advanced Parameters
P Tedod 7oL o S
air-air space..
alignment......
ALL CELLS e sese e sesse e ssssse e e ssenesneanen
ANAlyZe data....ocr———————

antigen-antibody..
Approach to EQ .....conrnrernsiernnienns
approach to equilibrium
association CONSLANT ....c.ccceccencressirerereress e sesasenens

B

bad scans....

BIOSPIN
BIOSPIN preferences
DIUE «ovteeermecerseeesssesesrsssseess s sesessssesssssssesessasenes 16,89, 94
231 PR 15, 23, 25,26,78
o XoTe) 3 0 i | o DO

boot-strap with replacement

C

CHANGE LOG

Change Logs ..

ClAVETIC cureurrurrrrerersessesessessessessessessesssssssssssssssssssssssssassassanens

(03 FENTZEY 3 TS0 U oo ) (0RO 71

160 401 0] -3~ QNP 19,169

component.. 13, 16,17, 18, 19, 21, 22, 23, 69, 80, 87,
101, 169,170,174, 175

COMPOTIENTS covurrevseersseeesseessseesssssesssesssssessssessssessssesssssassssesess

160) 40 0) W=XT3 o) 11 12000

concentration dependence..............

concentration distribution

confidence level.....vereeeenenee. .

Control Extended: ... 150

[0} 010 o) I i1 (=T 12,61, 63,81,93, 155

control screen....16, 22, 32, 37, 38, 61, 63, 64, 66, 67,
68, 69,87,89,92,97,98,99,100,102, 104, 117,
119,137, 144, 145, 149

Control Screen...12, 13, 22, 23, 64,93, 114,137, 155
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