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Sedimentation velocity analysis is a powerful tool for the investigation of biological macromolecules under a wide range of solution conditions. If carefully applied, it can be an effective tool for the characterization of interacting systems in solution. It is rapidly becoming a method of choice among the biotechnology community. In recent years, there have been notable advances in the ease of acquisition and analysis of analytical ultracentrifugation data.
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Introduction
The analytical ultracentrifuge is a high-speed centrifuge equipped with an optical system that allows the observation of proteins, nucleic acids, carbohydrates, lipids and other macromolecules during sedimentation. The velocity, as well as the shape of the moving boundary formed in the centrifugal field, can give information about the size, shape and association properties of these kinds of molecules.

Recent notable advances in the ease of acquisition and analysis of analytical ultracentrifugation data have been largely due to the introduction of two modern computer-controlled analytical ultracentrifuges by Beckman Instruments: the Optima XL-A and XL-I. The XL-A has a double beam absorption scanning optical system allowing the user to observe the sedimenting sample at any wavelength in the range 190–650 nm. The Optima XL-I, in addition to having absorption optics, is also equipped with a differential Rayleigh interferometer, allowing the user to follow the refractive index of the sample as a function of position during sedimentation. The Rayleigh optical system is essential for the analysis of nonabsorbing or weakly absorbing materials like carbohydrates, lipids and peptides or proteins that lack an appropriate chromophore.

The online Rayleigh optical system was pioneered by Tom Laue and has become the basis for further developments [1–8]. In 1996, Beckman Instruments Inc introduced the Optima XL-I with Rayleigh optics based on his system. The availability of Rayleigh optics greatly increases the number and types of systems that can be analyzed with this instrument.

An important feature of sedimentation analysis is that it can be used to investigate systems under ordinary solution conditions. One often requires information about the behavior of a system under a specific set of conditions that might differ quite significantly from those required for high performance liquid chromatography (HPLC), size exclusion chromatography or nondenaturing gel electrophoresis. Sedimentation analysis is ideally suited to the study of large macromolecular assemblies that might be difficult or impossible to study by chromatography or gel electrophoresis. This applies especially to glycosylated proteins and polysaccharides, because they often tend to interact with the support materials used for chromatography and electrophoresis. Moreover, large particles like viruses, which may be too large to be accommodated by the support matrices used by those techniques, can be studied conveniently by sedimentation velocity analysis.

Both titration calorimetry and light scattering share with sedimentation analysis the ability to be applied under ordinary solution conditions; however, both of these techniques require separate measurements at each concentration. Sedimentation equilibrium, in particular, allows high-quality data to be acquired over a broad range of concentrations in a single experiment. Sedimentation velocity analysis, to a lesser extent, can be carried out to span a modest concentration range in a single experiment. Even though each cell loading constitutes a single concentration point when analyzing interacting or otherwise concentration-dependent systems, analysis of the shape of the boundary at each loading concentration can be a rich source of information about the system.

Sedimentation velocity analysis has seen a recent upsurge in use with the development of several new methods of boundary analysis used to obtain either diffusion-corrected sedimentation coefficient distribution functions or both sedimentation and diffusion coefficients. Recently, time-derivative methods have been applied to the analysis of both irreversible and rapidly reversible interacting systems by sedimentation velocity. Before the widespread use of computers and digital data acquisition systems, the main piece of information that one obtained from a sedimentation velocity experiment was a determination of the sedimentation coefficient, along with an estimate of the purity of a particular sample. Although it was widely known that useful information could be obtained from an analysis of boundary shape [9–12], and from an analysis of the rate of boundary spreading [13,14], detailed analysis was usually thwarted by the Herculean effort required to extract the parameters of interest. This situation has
changed dramatically with the introduction of desktop computers.

The reader is referred to an excellent review by Hansen et al. [15], covering the new developments up to 1994, and reviews by Hensley [16**] and by Schuster and Toedt [17**] that cover more recent developments. This review discusses some of the more recent developments as well as those we can expect to see in the near future.

Background
The ultracentrifuge can be operated in two different modes (Fig. 1). In the first mode, sedimentation velocity, the centrifuge is operated at relatively high speeds so that a well-defined boundary is formed between the sedimenting material and the solvent in which it is dissolved. In a sedimentation velocity experiment, one can measure the velocity as well as analyze the shape of the boundary. By careful analysis of boundary shape and movement, one can obtain estimates of stoichiometries and equilibrium constants for interacting systems in addition to sedimentation and diffusion coefficients of the macromolecular species involved. In the second mode, sedimentation equilibrium, the centrifuge is operated at relatively low speeds until a gradual concentration gradient is set up such that sedimentation and diffusion forces are balanced and the system is at mechanical and chemical equilibrium. Methods of analysis of the equilibrium concentration distribution are well grounded in thermodynamic theory [10] and, therefore, allow one to obtain an absolute determination of molecular mass as well as a determination of stoichiometries and equilibrium constants for interacting systems. A system for use as a standard for analysis of interacting systems has recently been suggested by Joss and Ralston [18*].

Whole boundary analysis
In the various methods of whole boundary analysis, the evolution of the position and shape of the boundary during sedimentation is analyzed. Whole boundary analysis falls into two main categories. In the first, various extrapolation methods are employed to remove the effects of diffusion to reveal the distribution of sedimentation coefficients. The most recent treatments of this type have been presented by Demeler et al. [19*] for integral distributions, and by me [20] for differential distributions.

In the second, both diffusion and sedimentation are included in the treatment to obtain estimates of both the sedimentation coefficient, s, and the diffusion coefficient, D. The differential equation (Lamm equation: [21]) describing the development of the concentration profile during sedimentation has been solved analytically to various degrees of approximation (cf. [22,23]). For a single homogeneous macromolecule, the analytical solutions describe the boundary very closely in the shape of the error function. There are several methods of analysis that are based on curve fitting the boundary to an appropriate form of these approximate solutions. There is also a method based on a rearrangement of solutions that employs the time dependence of the concentration profile to determine both sedimentation and diffusion coefficients, developed in the early 1970s in the laboratory of Len Bethune [24–26]. This method will not be reviewed here but is mentioned because of its appeal as the basis for a direct fitting approach.

Extrapolation method of van Holde and Weischet
Although the van Holde and Weischet [27] method of whole boundary analysis is not new, it had received little attention until recently when it was implemented in an easily used computer program and was employed extensively by Hansen et al. [19*,28–31] to explore chromatin structure as well as other systems. It is an extrapolation method for the elimination of the contribution of diffusion to the shape of the sedimentation boundary. In this method, at a series of time points, one computes an apparent sedimentation coefficient $s^*$ (see Eqn. 2) at each level in the boundary. The values of $s^*$ at each level are then plotted against $1/\sqrt{t_0}$ and extrapolated to infinite time (i.e. $r(1/\sqrt{t_0}=0$; see Fig. 2). Because boundary spreading due to diffusion is proportional to the square root of time and the separation between components is proportional to the first power of time, the contribution due to diffusion becomes insignificant at infinite time and the true distribution of sedimentation coefficients is revealed. It is best applied to large noninteracting macromolecular assemblies for which diffusion coefficients are not desired but maximum resolution between components is sought.

The mathematical form used for the extrapolation is valid only for nonconcentration-dependent systems; nevertheless, extrapolations for both non-ideal and interacting systems yield characteristic plots that are quite useful for the identification of the type of concentration dependence. A tutorial for the use of this software can be found on the World Wide Web at http://bioi09.uthscsa.edu/biochem/tutor.html. Quantitative analysis of concentration-dependent systems should be carried out using other methods. When using sedimentation velocity to study interacting systems, one must analyze them either by standard methods, as reviewed recently by Lee and Rajendran [32], or by the time-derivative methods developed by me [33,34].

In many cases, sedimentation equilibrium may be the preferred method because a broad range of high-quality data can be obtained from a single cell loading. Velocity and equilibrium sedimentation provide complementary and corroborative information. Both techniques should be used where possible. The shape of a sedimentation velocity boundary produced by an interacting system can be quite characteristic of the mode of interaction and this information can help resolve ambiguities inherent in resolving components in an equilibrium experiment.
Comparison of sedimentation velocity and sedimentation equilibrium. (a) Typical concentration distribution, c versus r, in a sedimentation velocity experiment showing the boundary formed between the solvent and the solution. (i) Concentration distribution, c versus r, after formation of the boundary and (ii) the corresponding concentration gradient curve, dc/dr versus r. The maximum in the gradient corresponds very closely to the midpoint position. (b) Plot of the logarithm of the boundary midpoint position as a function of time. The slope of this plot is proportional to the sedimentation coefficient, S, for an ideal monodisperse system. (c) Typical concentration distribution in a sedimentation equilibrium experiment showing the more gradual concentration gradient formed at sedimentation-diffusion equilibrium, at which the force due to the centrifugal field, Fc, is balanced by the contrary force due to diffusion from the region of higher to lower concentration, FD. (d) Plot of the logarithm of the equilibrium concentration distribution as a function of r^2/2. The slope of this line is proportional to the molecular mass for an ideal, homogeneous system.

Moreover, time-derivative methods are especially useful at low concentration when either materials are scarce or complexes are too tight to be analyzed at the higher concentrations required by sedimentation equilibrium.

**Whole boundary curve fitting**

Most methods of whole boundary analysis involve some form of nonlinear parameter estimation to obtain values of s and D. Approximate closed forms of solutions to the Lamm equation exist only for the simplest cases and are limited to ideal solutions containing a few species exhibiting no concentration dependence. The methods to be described below involve fitting a series of concentration profiles to approximate analytical solutions to the Lamm equation.

One of the earliest applications of whole boundary fitting of approximate solutions of the Lamm equation was reported by Les Holladay, who derived an approximate solution and used it as a whole boundary fitting function [35,36]. It was most accurate at early times but gave less good fits as time went on. It was not widely used, mainly because the analytical ultracentrifuge was not widely used at that time. Recently, Holladay’s type of approach has received more attention because of the need to analyze solutions of low molecular mass materials (10–20 kDa) or unstable samples that could not be analyzed sufficiently rapidly by sedimentation equilibrium.

John Philo [37] has developed a whole boundary fitting function that is implemented in a software program called
Integral sedimentation coefficient distributions: analysis of sedimentation velocity boundaries by the method of van Holde and Weischet [27]. The boundary is divided into levels relative to the plateau concentration. At each level, a value of \( s^* \) is computed from Equation 2. The values of \( s^* \) at corresponding levels are then plotted versus \( 1/\tau_{eq} \) and extrapolated to \( 1/\tau_{eq}=0 \), corresponding to infinite time. The result is the diffusion-corrected integral distribution of \( s \), \( G(s) \). Data were obtained in a Beckman XL-A analytical ultracentrifuge equipped with scanning absorption optics. (a-c) A preparation of bacteriophage T7 MLD capsid II in which 0.01% of the mass of the capsids was subgenomic DNA [82]. (d-f) A preparation of bacteriophage T7 MLD capsid II in which the capsids contained measurable amounts of subgenomic packaged DNA [82]. The boundaries used for the analyses are shown in (a,d). Extrapolation plots are shown in (b,e). Integral distribution of \( s \) plots is shown in (c,f). The speed of the run was 10,000 rpm, and the temperature was 20 °C. Figure reproduced from [15].

SVEDBERG. The first version of this method involved fitting sedimentation boundaries with an approximate Faxén-type solution to the Lamm equation. Faxén-type solutions assume an initially sharp free-standing boundary in a cell of infinite length [38] and, therefore, do not treat the effects of restricted diffusion and sedimentation at the meniscus and cell bottom [22]. Recently, Philo has improved this approach by using an expression (Fujita–MacCosham Equation) with two additional semi-empirical correction terms to give a better approximation that includes the effects of the boundary conditions at the meniscus and base of the cell [39]. The new method gives better fits for low molecular mass macromolecules and is better at resolving mixtures than the first method (Fig. 3).

The effects of moderate concentration dependence can be accommodated if runs are carried out at low concentration, although this results in reduced accuracy in both \( s \) and \( D \). This method has received considerable attention since it was introduced in 1994 [40*,41,42,43*,44–46]. The software program SVEDBERG is available from the RASMB FTP software archive (see below).

Philo also gives a careful comparison of his method to the time-derivative method when applied to the analysis of low molecular mass macromolecules. As he points out, care must be exercised when using the time-derivative method for the analysis of proteins in the molecular mass range below 40 kDa. There is a small systematic shift from the correct value of \( s \) in the peak position of \( g(s^*) \) to smaller values as the molecular mass decreases from 40 kDa (2% error) to 18 kDa (4% error) for a boundary that has travelled 0.6 cm from the meniscus. The error is larger when the boundary is nearer the meniscus and becomes negligible if the curves are extrapolated to infinite time (WF Stafford, unpublished data). The shift must be corrected if the values of \( s \) are to be used for shape analysis. However, the shift has very little effect on the determination of molecular mass derived from these curves because of compensating errors in the determination of the diffusion coefficient [47].

A whole boundary fitting approach also has been developed by Behlke and Ristau [48] using various solutions to the Lamm equation incorporating many high order terms.
Whole boundary fitting. Simulated data for a mixture of three species in the ratio 2 to 1: 5.80S, 4.32F; 4.49S, 5.07F; and 3.54S, 6.59F. This system is meant to simulate the experimental system described by Hensley (adapted from Philo [39]). (a) Concentration distributions and fits for various times of sedimentation. (b) Residuals for a three-species fit returning the values of 5.769 (5.779–5.811)S, 4.42 (4.30–4.55)F; 4.473 (4.413–4.533)S, 4.91 (4.59–5.22)F; and 3.539 (3.515–3.563)S, 6.82 (6.55–7.08)F. The returned values are in very good agreement with the input parameters and demonstrate the validity of this curve-fitting method.

into the fitting function. Using a computer program called LAMM, they have compared five different functions found in Fujita’s monographs [22,23]. The equations containing the most terms seem to work best, but none
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of them can correctly handle the meniscus region at early times. However, they get good results if the points near the meniscus are deleted from the fits. They have used at least one equation that can account for concentration dependence in a synthetic boundary experiment. The software program LAMM is available from the RASMB FTP software archive (see below).

Direct curve fitting to approximate closed-form equations is restricted to ideal, noninteracting systems at the present time. A more versatile yet computationally more demanding approach is to generate numerical solutions for various guesses of parameters and compare these solutions to the experimental data. This approach has been incorporated into a nonlinear least squares fitting algorithm originally described by Todd and Haschemeyer [49]. It has been revived recently by Demeler (personal communication), who has exploited it for the analysis of complex boundaries. In this algorithm, the function generator is sedimentation simulation software that uses the rapid finite element method of Claverie [50]. Demeler has recently offered two commercial versions of the curve-fitting software, one for several non-interacting components and another one that can be used for fitting to a rapidly reversible monomer-dimer system to give the equilibrium constant.

A potential disadvantage of fitting procedures is that they are model dependent and, more importantly, require adequate baseline corrections to the patterns before reliable fits can be obtained. The are a number of other conditions that must be met before least squares analysis can be applied with confidence. For a detailed discussion of the use of least squares for parameter estimation, the reader is referred to the excellent reviews by Johnson and co-workers [51,52].

Time-derivative methods

The time-derivative is computed from a set of the concentration profiles and converted into an apparent sedimentation coefficient profile, $g(s^*)$ versus $s^*$ according to the following equation [33]

$$g(s^*) = \frac{\partial c}{\partial s^*} \left[ r \right] = \left[ \frac{\partial c}{\partial t} \right] + \frac{\omega^2}{2t} \int_0^s \left( \frac{\partial^2 c}{\partial s^*} \right) ds^* \left[ \frac{\partial c}{\partial s^*} \right]$$

(1)

where $c$ is the concentration in arbitrary units, $r$ is the radius, $t$ is the time, and $s^*$ is defined by

$$s^* = \left[ \frac{1}{\omega^2 t} \right] \ln \left( \frac{r}{r_m} \right)$$

(2)

where $\omega$ is the angular velocity of the rotor and $r_m$ is the radius of the meniscus.

The first term inside the first set of square brackets is the total time derivative computed point-by-point by subtracting pairs of concentration profiles. The second term involving the integral may be considered a correction term to account for dilution that occurs as the sample moves down the sectorially shaped cell. The second factor in square brackets is essentially a scale factor that changes the units of the time derivative so that the area under the curve is equal to the concentration in the plateau region beyond the boundary. Note that $g(s^*)$ is a function of itself through the term inside the integral and, therefore, this equation must be solved iteratively. The $g(s^*)$ versus $s^*$ curves are geometrically similar to the corresponding curves of $dc/dr$ versus $r$ that one would have obtained from the refractive index gradient patterns obtained with schlieren optics. Software that computes $g(s^*)$ from a set of concentration profiles, called DCDT, is available from the RASMB FTP software archive (see below). The essentials of the method are summarized in Figure 4.

Computation of the time derivative results in complete elimination of the time-independent baseline contributions to the sedimentation boundary patterns and, when combined with signal averaging, can result in 2–3 orders of magnitude increase in the signal-to-noise ratio compared to other methods [33,53,54]. Use of the time-derivative method has been reported by a number of investigators recently [43*,55–59,60*,61**,62–64,65*,66–69].

A curve-fitting method based on the time derivative has been devised to obtain the molecular mass directly from $g(s^*)$ versus $s^*$ curves (Fig. 4) [47]. In this method, fits to simple Gaussian functions are used to estimate values of $D$ from the standard deviation of the apparent distribution function, $g(s^*)$ versus $s^*$

$$D = \frac{(\sigma r_m \omega^2 t)^2}{2t}$$

(3)

where $r_m$ is radius of the meniscus, $\sigma$ is the standard deviation as defined by

$$g(s^*) = A \exp \left[ -0.5 \frac{(s - s^*)^2}{\sigma^2} \right]$$

(4)

where $s$ is the sedimentation coefficient corresponding to the maximum in the $g(s^*)$ versus $s^*$ curve. This value of $D$ is combined with the value of $s$ using the Svedberg equation to get the molecular mass

$$M = \frac{s}{D} \frac{RT}{(1 - \nu p)}$$

(5)

The method is based on the observation that the $g(s^*)$ curves are essentially Gaussian. A relationship between the standard deviation of the $g(s^*)$ curve and the diffusion
coefficient was derived from a Faxén-type solution to the Lamm equation. The method gives results for molecular mass that are accurate to within about 2–5%. This method has been used recently to analyze a strong, irreversible interaction in solution between an anti-IL-5 Fab and IL-5 dimer (IL, interleukin). A preliminary description of these experiments is available on the World Wide Web at http://www.beckman.com/biosrch/sympo/dscvry/binding.htm. Another application of this method has also appeared recently [70].

Rapidly reversible interacting systems
A single homogeneous protein might undergo self-association to form higher oligomers, or two different proteins may interact to form a complex. These types of interaction can be either very strong, in which case the binding is complete and no re-equilibration can take place on the timescale of the experiment, or they can be rapidly reversible on the timescale of the experiment, such that re-equilibration takes place continuously during transport. Interacting systems of either type can be studied conveniently by sedimentation velocity as well as by sedimentation equilibrium. Time-derivative methods have been applied to the analysis of interacting systems [34,71].

The apparent differential sedimentation coefficient distribution function, \( g(s^*) \) versus \( s^* \), calculated from the time derivative can be used for the analysis of interacting
systems especially at low concentrations because of its relatively high signal-to-noise level. It has been applied to the analysis of an antigen-antibody system at low protein concentration using online Rayleigh optics in the 5–10 μg ml⁻¹ range to estimate equilibrium constants [54,60⁺,71].

The time-derivative method has been used extensively by Jack Correia and co-workers [59,63,69] to investigate the thermodynamics of tubulin self-association under various conditions. They have been able to separate the effects of drug binding to monomers from self-association. By taking into account the linkage of drug binding to polymers as a function of nucleotides, drugs, salt and divalent cations, they are dissecting the energetics of this system. Because the binding events are all linked to self-association, a description of simple structure-function relationships must include binding interactions and conformational changes induced by self-association. Occasionally, the free energy linkages appear to be simply additive [63], but cooperative free energies also appear to enter the picture. They have concluded that the ∆AG enhancement for GTP to GDP is 0.9 kcal mol⁻¹ in low salt, but only 0.4 kcal mol⁻¹ in 150 mM NaCl. NaCl effects the GTP state more than the GDP state. Eventually, they should be able to assign energetic roles to drug modifications, different protein domains, post-translational modifications and isotypes in addition to other effects.

Hydrodynamic modeling from X-ray crystallographic data

Most hydrodynamic modeling of complex structures has been based on the work of Kirkwood [72] and has been extended to arbitrary shapes by several researchers [73,74], most notably by García de la Torre and Bloomfield [75]. A computer program, HYDRO, for computing various hydrodynamic parameters from a model that consists of an arbitrary assemblage of spherical beads has been recently updated and made available by García de la Torre and co-workers [76,77].

Recently, with the ever increasing availability of high-resolution structures from X-ray crystallography, a need has developed to represent these structures in hydrodynamically equivalent forms to make comparisons with solution measurements [78,79]. Because of the large number of atoms in any given structure, the direct introduction of atomic coordinates and radii into HYDRO would create a computational burden that is beyond the capacity of most readily accessible computers. Recently, an algorithm for deriving a bead model from a set of crystal coordinates was reported by Olwyn Byros [80⁺]. This algorithm was designed to create models that are composed of far fewer elements than the original crystal structure but that still faithfully represent its most important structural features [80⁺]. This algorithm promises to be of great utility. It is available from the RASMB FTP software archive (see below).

Analytical ultracentrifugation e-mail server and software FTP archive

An e-mail list server has been established for the exchange of information related to the study of reversible associations in structural and molecular biology (RASMB). Analytical ultracentrifugation has been a popular topic among the participants. Many of the exchanges deal with the problems and ideas of researchers who use these techniques on a day-to-day basis. One may subscribe to it by sending a request to rasmb-manager@bbri.harvard.edu. In addition to the e-mail server, a software archive has been established for the exchange of software for the analysis of ultracentrifuge data. The archive can be reached by anonymous FTP to bbri.harvard.edu/rasmb/spin. A current list of literature references dealing with the analytical ultracentrifuge can be obtained on the World Wide Web at http://www.bbri.harvard.edu/rasmb/xla_refs.html.


The future

The new instruments would not have been possible without important contributions from those who have dedicated themselves to the development of new theoretical and practical approaches to computerized data acquisition and analysis. Both sedimentation equilibrium and sedimentation velocity have taken major strides toward the goal of accessibility to all laboratory scientists. Because of these recent developments, analytical ultracentrifugation will again take its proper place in the laboratory as a routinely applied research tool for the analysis of interacting systems in solution. We can expect continued progress toward more advanced instrumentation that is both more sensitive and easier to use.

An exciting prospect is the commercial development of fluorescence optics for the Beckman Optima XL series analytical ultracentrifuges. The feasibility of fluorescence optics for the Beckman Instruments Model-E analytical ultracentrifuge was demonstrated by Schmül and Riesner [81] who described the analysis of fluorescein isothiocyanate labeled bovine serum albumin (BSA) at 10⁻¹⁰ M (6.5 ng ml⁻¹) and of RNA and DNA labeled with ethidium bromide at concentrations of 6 x 10⁻¹¹ M (530 pg ml⁻¹).

A prototypical fluorescence optical system for the XL-I has been developed by Tom Laue and will be presented at the SPIE (International Society for Optical Engineering) Bios97 meeting at the Symposium on Ultrasensitive
Clinical Diagnostics: Advances in Ultracentrifugation in San Jose 1997 and at the Workshop on Analytical Ultracentrifugation at the 1997 annual meeting of the Biophysical Society in New Orleans.

We will be looking forward to the commercial development of fluorescence optics for new centrifuges with the extended sensitivity and selectivity that fluorescence techniques can provide. We can probably expect 2-3 orders of magnitude extension of the range of concentrations allowing analysis of extremely dilute solutions and interacting systems of high affinity.

Conclusions
Sedimentation velocity analysis is a powerful tool for the investigation of the overall size and shape of proteins and nucleic acids under ordinary, as well as a wide range of not so ordinary, solution conditions. It can also provide information about the purity and state of aggregation of a protein agent under a particular set of formulation conditions. As we have seen, if carefully applied, it can be an effective tool for the characterization of interacting systems providing important thermodynamic information.

Of special interest to the biotechnology community, it can be a potent method for the characterization of protein formulations to be used as therapeutic agents. Because it is one of the few methods capable of giving information about protein–protein interactions under a specified set of conditions, in solution, it is rapidly becoming a method of choice to provide this essential information.
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